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A Trust-Funnel Algorithm Overview

The aim of this talk
@ Present an algorithm based on the trust-funnel concept for

ngcin f(x) st oc(x) <0
@ By introducing slacks, we have the problem
I}cﬁsn f(x) st c(x,s) =0,
where ¢(x,s) := ;'(x) +s

@ We consider solving a sequence of barrier subproblems

I?isn flx) — =: f(x,s) s.t. c(x,5) =0

@ The naive approach of applying the equality constrained algorithm
will not work because of the implicit constraints > 0

@ In particular, we require fraction-to-the boundary constraints, a
slack reset procedure, and variable scaling

trust-funnel SoCalOptDay2014 5/25



A Trust-Funnel Algorithm Overview

The barrier subproblem

Tisn f(x) — p,Zln([s],-) =: f(x,s) s.t. c(x,5) =0

Basic subproblem:

d_lglixnds) ml,(d) = f(xx,sx) + VF (xk, 5%)Td + Ld"Hd

subject to
C(Xk,Sk) + J(.X'k,Sk)d =0

1P |2 < Ok
Sk + d* Z KRSk

where k4, € (0,1), J(x,s) := Ve(x,s),

(1 0 _ (VE&L(xeyK) 0
P, = <0 Sk) and Hj := < 0 Yksk_l
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A Trust-Funnel Algorithm The normal step

The normal step ny

The idea
Aim to reduce v(x,s) = ||c(x,s)]||2

How do we do this?
By computing an approximate solution to

min m(n) s.t. P 'n|| < 8%, sk +n* > Kisi

© my(n) = |lc(xk,sk) + J (xis si)nl |2
@ ke (0,1)
@ 4, > 0is atrust-region radius

Note: Assume that we know a value vj*> such that v (xx, sx) < vi*
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A Trust-Funnel Algorithm The normal step

The normal step ny

What do we mean by an
approximate solution?

We require that n;, satisfies
o || 'mi] < Oy ()1
@ sp +np > KpSk
@ mj(ni) < mj(ny)

° Pk_lnk € range (PiJ (xx,sx)")

J(zg, sp)n =0

How can we guarantee this?
@ truncated preconditioned CG

@ dogleg approach

® ) = ||PiJ (xi, y) e (xic, si) ||
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A Trust-Funnel Algorithm  The projected gradient step
An approximate projected gradient ry
Define the approximate projected gradient as
re = —P2 [Vmi(nk) + J (%, si) ]
where y; is an approximate solution to

ynelIiRI'l" %||Pk [Vmi(nk) + J (e s1) Ty ] |

that satisfies at least one of

Qo 7r£ < eandv; < € (approximate KKT)

Q 7rfk < %71-; (do not compute a tangential step)
Q x| > 1n} (descent direction)

where

) 'r,
= 1P [T o) + It ]| and o} = — T

i
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A Trust-Funnel Algorithm The tangential step

Relaxed SQP tangential step #;

Define the Cauchy point

C v (C(nC c _ (%" (e) e o () = _
;=1 (a’), where t(a):= <t,fs(a) = -« k)= ary

and af is the minimizer of
min (g + ()
site 1P (m + 88(e) || < min{d}, 5}
sk + ny, + 155 (o) > kw(sk + ny)
Then, # is a relaxed SQP tangential step if
nri (nic + ) < ml(ng + 1) (1
Sk +nj, + 6, > Ki(sk + ny) (1
1P (s + 1) 1|2 < min{o}, 5} (1
my (ni + t) < Kigm (0) + (1 — ki) my (nk) (1
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A Trust-Funnel Algorithm The tangential step

Very Relaxed SQP tangential step #

Define the Cauchy point
C __ (G c — tix(a) e T - _
f, =t (a7), where t(a):= (t,fs(a) = -« R = ary
and af is the minimizer of
min nrl (m + 6 (c0))
s.t. P (me + ()]l < min{8y, 6, kg
sk + 1y + 17 () > Ko(se +my)
Then, t is a very relaxed SQP tangential step if
ml(ne) — mif(myc + i) > mel, (i) — il (nyc + £5) (
sk +ny 4+t > Kp(sk + ny) (
1P (i + 1) || < min{8}, &, k)™ (2c
(

my (ng + tr) < K™
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A Trust-Funnel Algorithm Which steps to compute?

Normal step
@ Have to compute it: m; > %ﬂ-{_l or vy > 0.9vp™
@ Option to compute: 7; > 0
@ Do not compute: m; = 0

Projected gradient step
e Compute it: ||P; 'ni|| < 0.9 min{4}, 8/}
@ Option to compute it otherwise.

Tangential step
@ Compute iff a projected gradient was computed and 7rfk > %71-;
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A Trust-Funnel Algorithm Step classification and update strategy

Three types of steps:
@ y-iterations focus on better multiplier estimates
@ f-iterations focus on reducing the barrier function f
@ v-iterations focus on reducing infeasibility as measured by v
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A Trust-Funnel Algorithm Step classification and update strategy

Definition of a y-iteration
We classify the kth iteration as a y-iteration if ny = 4, = 0.

Updates for a y-iteration
Q@ Wiy < Wi
® &y <—6f, 6,t+1 «— 0

max

max

Notation: Wi = (xk,sk) and Wi+l = (xk+1,sk+1)
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A Trust-Funnel Algorithm Step classification and update strategy

Definition of an f-iteration
We classify the kth iteration as an f-iteration if ¢, £ 0
v(wr +di) < v (recall v(wr) < vi™)

mly(wi) — mly(wi + di) > [l (wi + mi) — mly(wie + )]

Updates for an f-iteration
6,‘;4_1 <~ 0}, v?jfl — v
If f(wi) — f(wi +di) > L [m)(wi) — mf,(wi + di)] then
@ Wiy < wi +dy
@ perform a slack reset
@ possibly increase 6£
else
Q@ Wiy < Wi
@ decrease 6fk
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A Trust-Funnel Algorithm Step classification and update strategy

Definition of a v-iteration
The kth iteration as a v-iteration if it is not a y- or an f-iteration.

Updates for a v-iteration
6£+1 — 5fk
If ne # 0, m}(wi) — my(wi +di) > §[m}(wi) — mj(wi + ng)], and
v(wg) — v(wk +di) > [m,vc(wk) —my(wr + dk)] then
@ Wiy < Wi + di
@ perform a slack reset
@ possibly increase d;
@ decrease v
else

SIS

@ Wit1 < Wi, VY < v decrease 9,
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A Trust-Funnel Algorithm Summary

Summary

@ Presented an inexact barrier-SQP algorithm for solving general
nonlinear optimization problems based on a trust-funnel approach.

@ Trial steps are composite steps formed from a normal step
(designed to improve feasibility) and a tangential step (designed to
decrease the barrier objective function).

@ The method is matrix free, i.e., all conditions may be obtained via
iterative methods.

@ Subsets of core calculations are performed during each iteration
based on appropriate criticality measures.

@ Effective preconditioning is a challenge.
@ Numerical results are in progress (part of GALAHAD)
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A Trust-Funnel Algorithm Summary
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