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Abstract In this paper, we present a new approach to hp-
adaptive finite element methods. Our a posteriori error esti-
mates and hp-refinement indicator are inspired by the work
on gradient/derivative recovery of Bank and Xu [12}[13]]. For
element T of degree p, R(d”up,), the (piece-wise linear)
recovered function of d”u is used to approximate |€|;; =
|fip+1 — upl1,7, which serves as our local error indicator. Un-
der sufficient conditions on the smoothness of u, it can be
shown that ||07(di,4+1 —up)]lo.@ is a superconvergent ap-
proximation of [|(I — R)d”upp||o,o. Based on this, we de-
velop a heuristic hp-refinement indicator based on the ratio
between the two quantities on each element. Also in this
work, we introduce nodal basis functions for special ele-
ments where the polynomial degree along edges is allowed
to be different from the overall element degree. Several nu-
merical examples are provided to show the effectiveness of
our approach.
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1 Introduction

Adaptive hp finite elements were introduced by Babuska and
his colleagues [3]]. Since then, there has been much work on
a priori error estimates for this version of finite elements [3|
18,201211[7,/41[19L221|5]]. Tn particular, in [20L21L2215]], it was

Bank: The work of this author was supported by the National Science
Foundation under contract DMS-0915220.

Nguyen: The work of this author was supported by the National Sci-
ence Foundation under contract DMS-0915220 and a grant from the
Vietnam Education Foundation (VEF).

Bank: Department of Mathematics, University of California, San
Diego, La Jolla, California 92093-0112. Email: rbank @ucsd.edu.
Nguyen: Department of Computer Science, University of California,
Davis, Davis, California 95616. Email: htrnguyen @ucdavis.edu.

shown that the Ap version is able to achieve an exponential
rate of convergence, namely (in two-dimensional space)
e — unp 1 () < Cexp(—bN'/), (1)
where C and b > 0 are independent of number of degrees of
freedom N, and k = 3 if the solution has singularities and
k = 2 if the solution is smooth.

Numerical experiments confirm (I) but also indicate
that, in general, it is only achieved when the geometry of
the mesh and the degrees of elements are properly chosen.
This implies that the procedure that guides the adaptivity (in
both & and p) is critical to the success of any hp-adaptive
finite element method. Usually hp-adaptivity is guided by a
posteriori error estimates and the so-call “hp-refinement in-
dicator” that decides whether an element should be refined
in horin p.

Currently, there are several general approaches for de-
ciding whether a given element 7 should be refined in ge-
ometry or increased in degree. One common approach is to
estimate the local regularity, the maximum value of m such
that u € H™(7), and use p-refinement when p; < [m]. This
can be done by utilizing multiple local error estimates with
different values of degree p:, either smaller ones as in Siili,
Houston, and Schwab [30] or larger ones as in Ainsworth
and Senior [2]. Usually these error estimates are computed
through solving local Neumann/Dirichlet problems that de-
pend on the PDEs. Another approach is to estimate how the
error will be reduced for the two types of refinement and
make a decision based on the error reduction per degree of
freedom, see Schmidt and Siebert [28]], Demkowicz and his
collaborators [27,116l15]. This often requires the computa-
tion of a so-called reference solution, obtained from refining
all current elements in both / and p. For other approaches of
formulating an hp-refinement indicator we refer to [18.23)
17291124./14], and in particular the survey by Mitchell and
McClain [23]). For surveys of a posteriori error estimates for
finite elements see [32,31L11/6].

In this paper, we introduce an Ap version of finite el-
ement method that is reliable, efficient and versatile. Our
overall development has three major components.
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First, we formulate a posteriori error estimates based on
the derivative recovery technique developed in [11L12}13].
In this approach, the local error for element 7 of degree p is
approximated by |&,41 — u|1,z, Where u, is the interpolant
of degree p and 7,1 is the hierarchical extension of degree
p+ 1. These have previously been described for the cases of
constant p = 1,2 but the formulae in those cases do not gen-
eralize for larger p in a straightforward fashion [12./13]. To
construct a general formula for arbitrary p, we introduce a
particular basis for the error space &),+1(7). Using this basis,
fi,+1 — Up|r can be expressed by a relatively simple formula
in which all things are computable, except for the deriva-
tives 8P+lﬁp+1. Motivated by [12./13]], these derivatives are
approximated by the superconverged recovered derivatives,
9(S™Q(dPuy,)). Here S is a smooth operator, Q is a L* pro-
jection and m is a small integer, typically one or two.

Second, we formulate an Ap-refinement indicator. Our
hp-refinement indicator is based on the superconvergence
result that the recovered derivatives S"Q(d”up;,) for ele-
ments of degree p have better than first order accuracy, pro-
vided the true solution has the required smoothness. Deriva-
tives of these piece-wise linear polynomials are then used in
our local error indicator n; = |&;| = |il,4+1 —up|; . To pro-
vide additional reliability for our local error indicator, espe-
cially in cases where the true solution is not smooth enough
to support superconvergence, we require |[07€;[o.r = ||(I —
§"Q)dPuppllo,z, by introducing a scaling parameter o that
scales &; to make this so. We have observed empirically that
that o is not only a good normalization but also a good hp-
refinement indicator. As the superconvergence result only
holds under appropriate assumptions on the smoothness of
u, we expect oy ~ 1 if u is smooth enough on 7, and big-
ger than one otherwise. Therefore, we use the size of a; to
decide if we should refine element 7 in & or in p.

At first glance, our hp-refinement indicator has some
similarities to that of Melenk and Wohlmuth [24]. However,
while Melenk and Wohlmuth assume the smoothness to pre-
dict error estimates for potential refined elements (according
to the optimal rate of convergence) we use smoothness to
empirically verify that the superconvergence underlying our
error estimate is valid. In addition, [24] relies on the accu-
racy of the approximate solution on the previous mesh while
we use only information from the current mesh.

The third important component of our work is the con-
struction of our basis functions. Unlike much of the available
work, we use nodal basis functions with special treatment for
transition elements which can have edges of higher degree.
Initially, we limited the transition elements of degree p to
have a single edge of degree p 41 [26]. This proved to be
very inflexible for performing several mesh generation tasks,
in particular the mesh regularization phase of the Bank-Holst
parallel adaptive meshing paradigm [9.{10]. Our current con-
struction is more flexible as it allows one or two transition
edges, each with (possibly different) degrees greater than p.
Our overall space is a conforming C? finite element subspace
with nodal basis functions and no hanging nodes.

The rest of this paper is organized as follows. In section
[l we construct our basis functions and the formulation of
our local error estimates. In section [3] we describe our /p-
refinement indicator and the algorithm for Ap-refinement.
In section |4} we present several numerical experiments that
demonstrate the efficiency as well as reliability of our ap-
proach for a wide range of problems. In Section [5| we make
some concluding remarks. Finally, in an appendix, we sketch
the construction of nodal basis functions for transition el-
ements for conforming three-dimensional tetrahedral finite
element spaces.

2 Preliminaries
2.1 Basis Functions

In our study, we use nodal basis functions, rather than a more
traditional hierarchical family of functions as in [25]. For
a standard element of degree p, basis functions are defined
by their values at nodal points of degree p as illustrated in
Figure |1| (left). Specifically, the basis function of degree p
associated with the nodal point having the barycentric coor-
dinates (¢1,é2,83) = (i/p, j/p,k/p) is uniquely determined
by

streser=cTl (- )T (- 1) T (- 2).

j=0 k=0

where (cy,c2,c¢3) are the barycentric coordinates, and C is a
constant given by

Al

i=0 j=0 k=0

For elements sharing at least one edge with a neighbor
of higher degree, called transition elements, nodal points of
the higher degree element are used on the shared edge (see
Figure [I] middle). This is in contrast to the minimum rule
used in [16.125].

To illustrate the construction of the nodal basis for transi-
tion elements, consider the case of an element 7 of degree p
with one transition edge (edge three) of degree p+ 1. We de-
fine a special polynomial of degree p+1, (ﬁp+1 which is zero
at all standard nodal points of degree p of 7, and identically
zero on edges one and two. At the barycentric coordinate
(c1,¢2,c¢3) the value of 6p+1 is given by

17" (c1 = k/p)(c2 — K/ p),

(e1 =) T 67 (e1 —k/p)(c2—k/p). for p even,

The local finite element space of the transition element 7 is
given by Z(7) = Z,(t) ® @11, where F,(7) is the stan-
dard finite element space of order p. To form a nodal basis

for this space, we create p + 2 nodal basis functions {(]Si}fjlz

for p odd,
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Fig. 1: A standard cubic element (left), a cubic element with one quartic edge (middle) and a cubic element with one quartic

and one quintic edge (right).

associated with edge three and use standard basis functions
at all other nodal points. The new edge basis functions are
formulated as linear combinations of ¢, and standard ba-
sis functions of degree p, namely

Gi= > 0+ Bidps1,

j € Strans

2

where S;,4ns 1S the index set for the p 4 1 nodal basis func-
tions in &, associated with the transition edge. In the gen-
eral case, where the transition edge is of degree p + k, for
k > 1, we define the finite element space for T as

97(7) = Z)(1)® {‘lspH(Cl —c)" ﬁ;l()’

and the transition basis functions {@; }?”

2.

jESl‘mnS

k1 .
P are given by

k=1
¢i = ;j9;+ Z BimGpi1(c1 —c2)™. 3)
m=0

Here «;; are easily determined by evaluating both sides
of equation (3) at the nodal points of degree p associ-
ated with the transition edge. And f;,, can be sequentially
computed by taking (p + m + 1)-th directional derivatives,
m=k—1,k—2,...,0, of equation (3) in the tangential di-
rection of the transition edge; the resulting set of linear equa-
tions for the f; ,, is triangular. If a second transition edge is
present, we can define nodal basis functions for it using an
analogous construction without interfering with existing ba-
sis functions of the other transition edge.

Because the functions (ﬁ,,H(cl —¢)" are identically
zero on edges one and two, the global finite element space
constructed in this way is continuous everywhere, and thus
remains conforming. Even though the formulation of nodal
basis functions in this section is presented for triangular
meshes in two-dimensional space it can be extended for
tetrahedral meshes in three-dimensional space. We sketch
such a construction in the Appendix.

m

2.2 Derivative Recovery and Error Estimates

Let Q be the domain of the PDE and .7}, be a shape regular

triangulation of Q of size h. Denote by "I/h(p ) the space of
continuous piece-wise polynomials of degree p associated
with 7},.

For a given function u € L>(Q), we define its L? projec-

tion Quu € ”1/h(l> as the solution of the following variational
problem

(Onut,vi) = (u,vp), Yvj € ”I/h(l). 4)

Here (-,-) denotes the inner product on L2(€).
We also define smoothing operator S, : S, =1 — A7 1A,

where A, : "f/h(]) — "f/,fl) uniquely defined by

(Aptnsvi) = (Vig, Vo) + (upy i), Veagvp € %Y,
A=p(Ay) ~h72

For the finite element approximation uy, € Vh(p ), let
d”uy,, denote any of the (discontinuous piece-wise constant)
p-th derivatives. The recovered p-th derivative is denoted by
R(9Pupp) = S"Q(d7uy),). Here m is a small integer, typi-
cally one or two.

We recall the following superconvergence result from
[13].

Theorem 1 Letu € HP2(Q)NWP1>(Q) and up, € “//h(p)
be an approximation of u satisfying

H”_“thjufl,.Q §h2|”|p+1,97 (5a)
= tnpll)y 1 o2 S 1 10| U] py1 0.2 (5b)
where || - ||' o is the discrete norm defined by | - || o =
Zreﬁ,, [ Il- - Then

|07 u—R(uny)llo.o S h (mh' " + &) ], 6)
10(0%u=R@"up))lo.c < (mh'+ &) ul, ™
here |[ul]| = llullp+2.0 + |ulp+1.0.0, &n = (1= K1) with

k = (Ch*)A, for some constant C and small m € N.
Theorem 2 Assume the hypotheses of Theorem|[I| Then
107 (u—unp)llo. < [I(I=R) uppllo.0
+Ch (mh' 2 46, llull, ®)
(1 =R)I uppllo,0 < (|0 (u—unp)lo,0

+Ch (mh'2 46, ) lJul.~ ©)
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Furthermore, if there exists a positive constant co(u) inde-
pendent of h such that

|97 (u—upp)llo.@ = co(u)h, (10)
then

(1 = R)9Pupp|0.0 < (012

[ u—mloa |~ (' + ) . (n

Proof The proof of (B)-(9) is a simple application of the
triangle inequalities

107 (u—wpp) 0.0 < (I —R)Puppllo.0
+[107u—R(97unp)ll0.0;
(I =R)IPunpllo.@ < (|07 (u —unp)llo.0
+[|07u—R(Pupp)ll0.2,

and (6) in Theorem [I] The estimate then follows from
(B)-(9) and assumption (10). 0

Note that the recovery process always involves the pro-
jection of piecewise constant functions into “//hm followed
by smoothing within that space; both of these operations
are independent of p. Theorem [1| shows that dR(9”uy,) is
a superconvergent approximation of d”*'u and Theorem
proves that || (I — P)d”upp||0,q is an asymptotically exact ap-
proximation of ||d”(u — uyp)||0,q- These observations lead
to the construction of our local a posteriori error estimates
discussed below.

Consider an element T of degree p, we approximate the
error |u — upp|1,z by |lip1 — up|1,7, where u, is the inter-
polant of degree p and 7, is the hierarchical extension of
degree p+ 1. To illustrate our construction in detail, we write

Ppi1(T) = Pp(1) © Epr1(7),

where the hierarchical extension &),4(7) consists of those
polynomials of degree p+ 1 in &, (7) that are zero at all
degrees of freedom associated with &,(t). It is not hard
to show that the following set of functions form a basis for

Ep+1(7)

i—1 p—i
Wpiriene,es) = [[er=i/p) [[(2=m/p),  (2)
j=0 m=0

where 0 <i< p+1.

Let v; = (x;,yi), 1 <i < 3 be the vertices of T in coun-
terclockwise orientation. And let {t;};_, denote the unit
tangent vectors also with counterclockw1se orientation, and
{¢;}3_, the edge lengths of T; see Flgurel 2 We have the fol-
lowing result.

Theorem 3 Let {y,.1:}7 ' be defined as in (T2). Then

p+1

> hen
i=0

p+1—in
3’ 8 Mp+1

p+11 (p_|_] )prl

Upi1—up

13)

(z2,92) ¢, 0
Fig. 2: Parameters associated with element 7.

Moreover, i1 — ”P‘r can be written as

pHlp+l—i |

fpir =t =Y > Wik Ok Yot (14)
i=0 j=0 k=0

where
i +1—i

}’ijk — (_l)p—H i (p j ) <k> (aﬁ—kap-H Jj— ku —H)

)p+1 i— j

—y3) (s —x2)/ (y3 —

Bk = (x1 —x3)" (31 —

Proof Since i1 —up|_ € &,41(7) and {41,177 isa
basis of &,,1(7), we can write

p+1
.= E CiVpi1i

p+l i—1

=Y G[J(ci—i/p)

i=0 j=0

lp1—tp

H(Cz—m/l?)~
m=0

The coefficient C; can be computed by taking the (p + 1)-th

derivative o/, 9/’ 177 of both sides and using the identity
flttl 0 -1 1
€2tt2 (Vcl Ve VC3) = 1 0 -1
(st 11 0

The equation (14) and formula for ¥, and 6;j; then follow
from equation (I3)), the definition of directional derivative,
and the observation that:

—x

-»n)

X1 — X3 X3
Uyty = ; t =
22 <)’1—)’3) i (ya
O

Next we define our local error & =il — up| . This er-
ror can be estimated using equation (14) and approximating

the (p + 1)-th derivatives /0" @, .| by
ot OR(3 ), i=0
o {axR(8;*18}f’+l_iuhp) +ayR(a;a;’—"uh,,)} /2, 1<i<p.

chaxR(afuhp), i=p+1



hp Adaptive Finite Elements Based on Derivative Recovery and Superconvergence 5

Inspired by Theorem [2| the scaling factor o is defined by
S (I — RY@iDE w3
o (D10{08 " &[5 -

More discussion of ¢, follows in Subsection (3.1
Then our local error indicator is defined by

15)

T

Ne= |81|1,‘c~ (16)

Since €; is a discontinuous piece-wise polynomial (of
degree p+ 1) on the whole of €2, we can also formally ap-
proximate errors in global norms and other functionals using
&;. For example,

2 2 2
|t —uppli o = Z |&clt e = an'

TEQ T€EQ

3 hp-Refinement

With the error estimates established in Section [2] one can
easily construct an adaptive p-refinement scheme where el-
ements with large errors are selected for p-refinement. This
scheme can then be used alternately with any h-adaptive re-
finement scheme to create adaptive meshes in both 2 and
p. In some cases, this approach delivers reasonably good
meshes and shows an exponential rate of convergence. How-
ever, the performance of such a simple scheme degenerates
for problems with singularities or local rapid changes in
the solution, see [26]]. The reason is that both schemes will
tend to refine elements in the critical regions. However, p-
refinement might be much less effective than A-refinement
in such regions due to the low local smoothness of the so-
lution. To eliminate these drawbacks we would like to do
both types of refinement in one refinement cycle and use /-
refinement in critical regions and p-refinement everywhere
else.

3.1 hp-Refinement Indicator

The most challenging question in formulating sp-adaptive
FEMs is whether it is more advantageous to divide a given
element in several child elements (A-refinement), or to in-
crease its degree (p-refinement). In our hp-refinement pro-
cedure, the answer comes from the the scaling factor defined
in (T3).

According to Theorem[2]and definition of o in (I3), one
should normally expect that a; = 1, which is likely to be the
case where (p + 1)-th derivatives of the true solution u are
well-defined and of reasonable size. In regions near singular-
ities or with rapid changes, we anticipate that our recovery
scheme will have difficulties approximating the (p 4 1)-th
derivatives of u. In these regions, the scaling factor (o; > 1)
provides a normalization that partially compensates for poor
approximation. Thus we can formulate our hp-refinement
indicator, a Boolean value function PTEST(7), simply based
on the size of .

In all of the numerical examples provided in this paper,
PTEST(7) is defined as follows:

|1 if o <20y (p-refinement)
PTEST(7) = {O otherwise (h-refinement) ’

where o, is the average of all ¢; in the mesh before refine-
ment.

A7)

3.2 Automatic hp-Refinement Algorithm

In our strategy, prior to the actual refinement, local error in-
dicators and scaling factors for each element are evaluated.
Elements are then put into a max-heap H according to their
errors. The element at the top of the heap is the one with
largest error. It is considered for refinement first.

In many adaptive refinement schemes, elements are first
marked for refinement, and then all marked elements are re-
fined together as a group and mesh information is updated.
In our scheme, we remove the element at the top of the
heap, refine it, and immediately update our mesh data struc-
tures. The child elements are then introduced into the heap
where they can be considered for further refinement. In A-
refinement situations, typically two or more elements need
to be refined simultaneously to maintain a conforming mesh,
and the above procedure is applied to each of the parent ele-
ments.

In our study, a relaxed version of longest edge bisection
h-refinement is used. When an element is refined in A, its
two children inherit the degree from their parent. Local er-
ror indicators for new elements resulting from A-refinement
are computed from derivative information that is inherited
from the parent, as described in [12]. The scaling factor o
is also inherited from the parent element. On the other hand,
when an element is p-refined, its degree is increased by one.
We presently have no algorithm to update local error indi-
cators for an element after p-refinement; we would need ap-
proximate derivatives of order p 4 2, whereas the approxi-
mate derivatives available from the parent are of order p+ 1
and are constant. Thus, in our study, elements that are p-
refined are not allowed to be refined any further in the cur-
rent adaptive step. A summary of our strategy for automatic
hp-refinement is given in Algorithm

In Algorithm[], nd and ndy¢ are the current and the tar-
get degrees of freedom of the mesh respectively. The value
of ndy¢ is given by the minimum of a user specified value
and nd,,,,. The parameter nd,,,, is chosen to insure a geo-
metric increase in the dimension of the finite element space.
At the beginning of each adaptive enrichment step, the aver-
age degree of elements in the mesh is estimated by

Pave = < ) )
ny

where nv is the number of vertices in the mesh. The value of
ndpay 1s then given by

1+ Pave ) "
Pave ’

nd — nd x ( (18)
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Algorithm 1 Automatic hp-Refinement

Calculate error estimates.
Build a max-heap H of elements according to their error estimates.
while nd < nd;,,; do
T+ H(1);
if error(t) = 0 then Stop endif
if PTEST (7) then
p-refine T
Update mesh status, set error(t) =0
else
h-refine T and neighboring elements as necessary
Update mesh status
Estimate errors for new elements and add them to the heap
end if
Update error heap H
end while

where r > 0. Typically we chose 1 < r < 2. The choice
r =2 gives nd,,, = 4 X nd for the case of piece-wise linear
elements, ps. = 1. We have learned from experience that
this growth produces near optimal observed rates of conver-
gence for h-adaptive meshes for the case p = 1. We have
also observed that decreasing geometric growth factors are
necessary for increasingly higher degree elements in order
for them to demonstrate near optimal convergence rates for
h-adaptive meshes. Growing the dimensions of the finite el-
ement spaces more slowly of course requires more cycles
through the adaptive feedback loop and therefore increases
the cost in creating a solution for a specified number of de-
grees of freedom. Thus our choice of nd,,, in (T8)) is an em-
pirical attempt to balance the conflicting objectives of mini-
mizing the computation cost while still achieving optimal or
near optimal rates of convergence.

4 Numerical Examples

In this section, we illustrate the effectiveness of our er-
ror estimator and our automatic hp-adaptive strategy on
some model problems. These problems have known solu-
tions which possess different characteristics. All of our nu-
merical examples were performed using PLTMG package,
see [8], on an Apple MacPro with two quad core 3Ghz Xeon
processors, 16gb of memory, and the gfortran and gcc com-
pilers, version 4.4.4.

In these examples, we study the convergence of ex-
act H'-errors as functions of degrees of freedom N and of
elapsed CPU time. The errors in Ap-adaptivity are compared
with that in s-adaptivity using elements of uniform degree p,
1 < p < 4. For the hp-adaptivity, we will compare errors pre-
dicted by our error indicator with the exact ones. In addition,
the exact errors in hp-adaptivity are fitted via least squares
to an exponential of the form Cexp(—bN'/%) as in (T) to es-
timate the rate of convergence. The optimal value for 1/k in
(1) lies between 1/3 and 1/2 depending on the smoothness
of the solution [20,21,225]]. The average of scaling factor,
Olayg, Tor each hp-mesh is also provided for reference. The
degrees of freedom growth factor constant r in is set
r = 2 for first two examples and » = 1 for the last problem.

The CPU times are based on our preliminary implemen-
tation; in particular, the linear system solver, an algebraic
multilevel method based on ILU, is one of the main costs,
often representing over half the time. It seems likely that a
more specialized solver taking advantage of the structure of
these linear systems could substantially reduce the time; this
will be the topic of a future investigation. However, since all
experiments are using the same linear system solver, relative
comparisons of time between different approaches should
still be of interest.

In the first example, we consider the following nonlinear
problem

—V.-(aVu)+e" = f
u=0

in Q= (0,1) x (0, 1),
on dpQ2,

(19a)
(19b)

where a is the 2 x 2 diagonal matrix

- (")

and f is chosen so that u = x(1 —x)3y°(1 —y). The solu-
tion to this problem is very smooth, and our s p-procedure is
able to produce optimal meshes with the least squares fits to
the critical exponent 1/k = 0.64, despite the anisotropic dif-
fusion and the non-linearity, see Figure E] and Table E} The
reason we get better-than-expected fitting result is due to the
sub-optimal data points in early steps. These data points in-
creases curvature as the accuracy “catch up” in later steps.
This is also seen in [25]] where other approaches of hp-
adaptivity are tested.

Table 1: Errors in automatic sp-adaptive - Nonlinear Prob-
lem.

N lave Exact Je]; o Computed [e]; o
9 1.514E-02

25 2.654 1.269E-02 8.931E-03
100 1.477 4.465E-03 5.212E-03
400 1.405 1.993E-03 2.261E-03
1544 1.414 1.175E-04 1.369E-04
3231 1.421 1.194E-05 1.250E-05
4476 1.431 1.929E-06 1.710E-06
6753 1.415 2.481E-07 1.661E-07
8700 1.414 2.838E-08 2.808E-08
10602 1.415 3.290E-09 2.401E-09
13146 1.415 3.452E-10 1.970E-10
16259 1.414 2.581E-11 2.353E-11
19224 1.415 2.435E-12 2.193E-12
22429 1.415 1.502E-13 1.645E-13
27775 1.414 1.385E-14 2.019E-14

Fitting parameters: | C=1.42, b=1.04, [/k=0.64 ]

In our second example, we consider an in-homogeneous
Dirichlet problem communicated to us by Dr. Stefan Sauter.

—V-(aeVu)+u=f

MZMEP

inQ=(0,1) x(0,1),
on dpQ2,

(20a)
(20b)
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Nonlinear Problem

ERROR

10" 10° 10° 10* 10° 10°
DOF

Nonlinear Problem

ERROR

—v—p=1

-12|| —6—p=2

——p=3
p=4

—e—auto—hp|

107 10" 10° 10" 10° 10
CPU Time (Second)

Fig. 3: Automatic hp-adaptive versus h-adaptive - Nonlinear Problem.

where € >0, & = [& &]T € R?, p € N are given, and

2 2 2
dge :10+2cos? +2cos? —&-ZCOSM
2w(x —
—|—Zcos¥7

f(xy) =cos2m (&, [xy]") = cos2m(&1x + &ry),
uE =D Pepcos2m (& +x/e, [y,

KkeS)p
I ={(i,j) eN*: —p <i,j < p}.

The coefficient vector (¢ , ) xe.7, in the definition of uz ,
is the solution of the following system of equations

Y ceandean=ra, VAES,

KEIp
where

ceax=4may_ (E+ K/ K+A/E)+by_y
) = 8(0,0),-

The magnitude of the gradient, |Vu|, of the solution of this
problem has a fine structure (see Figure [ that can be cap-
tured only by proper adaptive meshes. Our hp-procedure
creates meshes that deliver near optimal rate of convergence
with the exponential constant 1/k = 0.42, see Table [2| and
Figure 5] The performance in term of time of hp-adaptivity
is not as good as in the previous problem but is still better
than h-adaptivity especially when high accuracy is sought.
In our third example, we consider the problem

—Au=0 in Q,

u=f on dpL2,

@:0 on dyQ.
dn

Here € is the unit circle with a crack along the positive x
axis, 0 < x < 1; dpQ is the union of the boundary of the
circle and the top of the crack; and dy£2 is the bottom of

Table 2: Errors in automatic sp-adaptive - Sauter Problem.

N Olave Exact [e[1. o [ Computed [e]; o
9 1.117E-02

25 2.166 4.588E-03 5.304E-03
100 1.470 3.033E-03 2.252E-03
400 1.475 2.346E-03 1.380E-03
1514 1.485 1.693E-03 1.739E-04
3275 1.559 8.698E-04 1.742E-04
6272 1.415 4.513E-04 5.821E-05
9897 1.463 2.254E-04 3.894E-05
12871 1.421 1.101E-04 2.205E-05
15940 1.421 5.599E-05 1.299E-05
19079 1.418 2.967E-05 1.029E-05
21817 1.536 1.659E-05 1.642E-05
29242 1.416 8.399E-06 5.306E-06
38082 1.418 3.636E-06 7.820E-07
52323 1.421 1.023E-06 2.631E-07
69701 1.420 2.525E-07 7.728E-08
90870 1.416 6.251E-08 2.429E-08
116550 1.417 2.128E-08 1.181E-08
148088 1.417 5.488E-09 1.996E-09
186929 1.423 1.537E-09 6.863E-10
234632 1.415 5.259E-10 2.252E-10
293551 1.414 2.430E-10 9.311E-11

[ Fitting parameters: | C=1.09, b=1.10, 1/k=0.42 |

the crack. The function g is chosen such that the exact so-
lution is u = r'/*sin(6/4). We note that u is not smooth
(u € H¥*£(Q)) and it has a singularity at the origin.

Our hp-procedure is able to detect this singularity and
uses small elements of low degrees near the singularity and
large elements of high degree elsewhere. This is shown in
Figure [6] where degree and element size distributions of an
adaptive mesh are presented. The hp-meshes also deliver an

optimal rate of convergence with fitting exponent constant
1/k = 0.34, see Table[3|and Figure/7}

5 Concluding Remarks

This project on hp-adaptivity in ongoing, and in this section
we remark on some open issues and future directions.
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sauter

Fig. 4: Side view of |Vu| in Sauter Problem.
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Fig. 5: Automatic hp-adaptive versus h-adaptive - Sauter Problem.

As noted in Section [3] in the case of p-refinement, at
present we do not immediately compute a new error esti-
mate for a p-refined element and allow possible further re-
finement in the current adaptive step. This is because the
piece-wise constant approximate derivatives of order p + 1
used in computing an error estimate for an element of degree
p cannot be used to compute an error estimate for a newly
refined element of degree p+ 1. In the current version of our
code this limits p-refinement of an element to just one level
in any single adaptive step. In the case of 4p-refinement, this
is not a large issue, because p-refinement is directed mainly
to regions where the solution is smooth, and one level of p-
refinement in a single adaptive step is sufficient in almost all
situations. However in our current code, at the discretion of
the user, one can specify A-refinement only or p-refinement
only in any or all adaptive steps. In the case of p-refinement
only, the ability to refine an element more than once (or alter-
natively, increase its degree from p to p +k for k > 1) would

prove very useful. A procedure for doing this in a reliable
and efficient fashion within the framework of our a posteri-
ori error estimation procedure is a topic of current research.

A second remark concerns the solution of linear systems
created by the hp-adaptive process. An element of degree
p has O(p?) basis functions, and thus has an element stiff-
ness matrix with O(p*) nonzeros. With increasing density
of the global stiffness matrix direct methods become more
attractive as linear solvers, since relatively little fill-in is cre-
ated if a good ordering of unknowns is used. For example,
bubble functions associated with element interiors can be di-
rectly eliminated without causing any fill-in, a process some-
times called “static condensation.” Matrices arising from hp-
adaptive finite element spaces will have quite variable spar-
sity structures. Thus it seems that methods that combine both
(multilevel) iteration and (block) Gaussian Elimination will
be effective for solving such systems of equations. This is a
topic of current research.
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Fig. 6: hp-meshes and their close—ups at the singularity.
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Fig. 7: Automatic hp-adaptive versus /s-adaptive - Circle Problem.
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Appendix: Three Dimensional Basis Functions

Although the discussion in this paper was restricted to two
space dimensions, all the major features extend in straight-
forward fashion to three dimensional tetrahedral meshes. In
this appendix, we consider the construction of continuous
Lagrange nodal basis functions for transition elements in
such a mesh.

To establish notation, let D denote the index set for de-
grees of freedom associated with a tetrahedron 7" and set

D, = Dv1 @sz @DV3 @Dm

D¢ =D\, ©Dej; ®Deyy ©Deyy @ Deyy O Dy
Dy =Dy ®Dp&Ds & Dy,
D=D,®D.,®Ds® D,

where D, are the vertex degrees of freedom, D, are the edge
degrees of freedom, D are the face degrees of freedom, and
D; are the degrees of freedom associated with the interior
of the element. For our family of C° Lagrange elements, a
standard element of degree p has |D| = (p+1)(p+2)(p+
3)/6,|Dy| =4, |D| =6(p—1), |Df| =4((p—1)(p—2)/2)
and |D;| = (p—1)(p—2)(p —3)/6. In local notation, the
k-th face is opposite to the k-th vertex (1 <k < 4).

A transition element of degree p can have faces of degree
p+k for k > 1, with at least one face of degree p. Each of
the six edges can be of degree p +k, with k = max(kg, k),
where f and f’ are the two faces sharing that edge, with
degrees p +ky and p + kg, respectively.

Faces

We first consider the construction of nodal basis functions
of degree g+ 1 for a face, assuming we already have a set of
nodal basis functions of degree ¢ for that face. We note the
most common situation here will be ¢ = p, that is, a tetrahe-
dral element of degree p sharing a face with with an element
of degree p + 1. There are (¢ — 1)(g — 2)/2 existing basis
functions associated with the face. Let ¢;, 1 <i <4 denote
the barycentric coordinates for the tetrahedron, and suppose
the face in question is face 4 (opposite vertex 4). We seek
g — 1 linearly independent polynomials of degree g+ 1 that
are zero at all of the current nodes (of degree g). A conve-
nient choice are the bubble functions

q—2—j

I (c2=k/q)

k=0

nj=c3[[(c1—k/q)
k=0

for 0 < j < g—2. These functions all contain the cubic bub-
ble cicrc3 as a factor, and hence are identically zero on all
edges and all faces other than face 4. They are also zero at all

nodes of degree g of face 4 by construction, and will be zero
at interior nodes of the element as well if p =¢. If g > p > 3,
then we need an additional step where the 7; are modified
to be zero at the nodes corresponding to the set D,

Aj(x) = 1j(x) = Y 1 (o) 9 (x)

keDy

(22)

The (¢ —1)(g—2)/2 nodal basis functions of degree g+ 1,
@m, m € Dy, are constructed from the current nodal basis for
the face and the 1; (or the 7).

q—2
On=>_ ud+> Bin; (23)
kEDf4 j=0

The oy, are easily found by evaluating both sides of at
the nodes for the polynomial of degree g on face 4. The f;
can be found by differentiating both sides of (23) ¢+ 1 times
(8‘1“/80'1'86;1“7” , for 1 < n < g) yielding a consistent set
of g equations in g — 1 unknowns, which can be arranged in
several ways into a lower triangular, nonsingular, and bidi-
agonal system that is easy to solve.

Note that the calculation of face basis functions for a
given face is independent of the calculation for the other
three faces and also independent of the calculation of edge
and vertex basis functions. We now consider the issue of
continuity of face basis functions constructed as above. Con-
sider an element of degree p with a face of degree p +k,
k > 0. Since our face space is built inductively, starting from
the original space of degree p, at every step the space will
continue to contain the original face space, so that the result-
ing transition element will always contain the polynomials
of degree p as a subspace. Now consider the inductive step,
moving from a face space of degree ¢ to g+ 1. Polynomials
in face spaces for all degrees must be identically zero on the
other three faces (and as a consequence all edges and ver-
tices). The requirement that members of the extension space
be zero at interior degrees of freedom, and also the face de-
grees of freedom of degree ¢ uniquely characterizes the ex-
tension subspace of dimension g — 1. Thus the new nodal
basis functions for the face nodes of degree ¢+ 1 are also
uniquely defined. The restrictions of these basis functions to
the given face are just the (unique) 2-dimensional nodal ba-
sis functions for a triangular element. Since this is also true
for the neighbor element sharing the face, these basis func-
tions, with support in only two tetrahedrons, are continuous.

Edges and Vertices

Once all of the face basis functions have been formed, we
can calculate the edge and vertex basis functions. Like the
two dimensional case, each edge can be treated indepen-
dently. Let us consider the edge e, shared by faces 3 and
4, with endpoint vertices 1 and 2 (local notation). Unlike the
two dimensional case, we must insure continuity of the ba-
sis functions across faces sharing the given edge as well as
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the edge itself. Note that a given edge can be shared by el-
ements with several different values of p, and this must be
accounted for in constructing a conforming basis. Similar
to the construction of the face basis functions, assume we
have constructed a nodal basis for a given edge (and its two
endpoints) of degree ¢, and we wish to construct a basis of
degree g + 1
Motivated by the two dimensional case, we define
o (e~ k/g)(e2 — k/g), for g odd,
No=
(c1 =) Ty (1 = k/q) (2 — k/q), for q even.

The function 7 is a polynomial of degree g+ 1 that is identi-
cally zero on faces 1 and 2. If ¢ = p, then 1 will also be zero
at nodes corresponding to D;; if ¢ > p > 3, then 1 should be
modified analogously to (22)). We now consider faces 3 and
4; on these faces, 1Mo (or fjp if updated in ) will not be
identically zero. However if g = p,, where py, is the degree
of face 3, then 1 will be zero at all the nodes. Otherwise, we
must update 19 or oy using a formula like with the in-
dex set D, replaced by Dy,. We make a similar modification
if face 4 has degree pg, # q.

The g+ 1 nodal basis functions ¢,,, m € D,, ® Dy, ®D,,

>

KED,,, @Dy, BDy,

O = kP + BMo

(replace 1o by fjo if necessary.) These oy and B are com-
puted exactly as in the two dimensional case. The modifica-
tions to the vertex basis functions at vertices v and v, are
independent of other potential modifications associated with
other edges in the tetrahedron. As in the case of face ba-
sis functions, edge basis functions are computed recursively
starting from the basis functions of degree p for the standard
element.

We now consider in detail of issue of continuity of edge
and vertex basis functions constructed as above. First, let us
consider the case of an edge of degree p+k, k > 0 and a face
of degree p + k. We assume the face basis has already been
constructed as described above. As with the face basis, at
each step we start from an existing edge/vertex basis of de-
gree g and create one of degree g+ 1 using a 1-dimensional
extension space spanned by the function 1g. Since we be-
gin with the original edge/vertex basis for the polynomials
of degree p the transition element will always contain the
polynomials of degree p as a subspace. For simplicity first
consider the case where all three edges sharing the given
face have the same degree p + k as the shared face. Then at
the end of the calculation for all three edges, the restrictions
of the edge, vertex, and face basis functions to that face will
be the complete set of nodal basis functions for a polynomial
of degree p+k for a 2-dimensional triangular element. Since
this is also true for the element sharing the face, these basis
functions are continuous across that face (and as a conse-
quence, along edges and at vertices associated with that face
as well).

Now suppose that the edge is of degree p+k' > p+k >
p, where the face has degree p + k. Then we will start from a
conforming and continuous edge/vertex basis of degree p+k
and create a basis of degree p +k’. At each step, moving
from degree g to g+ 1, we create a 1-dimensional extension
space spanned by 1)g. The restriction of 1) to the face is the
same for both tetrahedrons sharing that face for ¢ odd, but
could differ by a minus sign if g is even, since the roles of ¢
and ¢; could be reversed in the neighbor element. However,
in either case the restricted subspace is the same. Forming
the edge/vertex nodal basis of degree g+ 1 from the basis of
degree g and Mg is an identical (1-dimensional) calculation
in both elements (except for the sign of § if ¢ is even and ¢,
and ¢, have reversed roles in the neighbor tetrahedron), so
edge/face basis functions of degree g + 1 inherit continuity
in the shared face from the continuity of the basis of degree
q and Ng.
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