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Exercise 2.1. Show the following (this is mainly an exercise in notation):

a. Let f: R™ — R be continuously differentiable in an open convex set D C R"™. Show
the directional derivative of f at x in the direction p, defined by
flz+ep) — f(2)
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exists and equals V f(z)tp. Next, show for and x,z +p € D,
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and there exits z € (z,z + p) such that
fla+p)=f(2)+ VI(2)'p.

b. Let f: R™ — R be twice continuously differentiable in an open convex set D C R”".
Show for any € D and any nonzero perturbation p € 1", the second directional derivative
of f at x in the direction p, defined by
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exists and equals p!V2f(x)p. Then show for and x,z + p € D, there exits z € (z,x + p)
such that

fl@+p) = fla) + V@) 'p+p'Vf(2)p/2.
Exercise 2.2. Let ¢(z) : R” — R, and consider the unconstrained optimization problem

Inin ¢(z).

Suppose ¢ is twice continuously differentiable, and that the Hessian matrix H is uniformly
symmetric and positive definite.
a. Show that the Newton direction is always a descent direction.

b. Show that the direction p = —V¢ is always a descent direction; this is called the
direction of steepest descent.
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Exercise 2.3. Let f(z): " — R", and consider the system of nonlinear equations

f(z)=0.

Suppose all components of f are continuously differentiable, and that the Jacobian matrix
J is uniformly symmetric and positive definite. Show that the Newton direction is always a
descent direction for f(x)!f(z) = | f]?.



