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Question 1. Let φ(~x) be a scalar function of the vector variable ~x. Suppose φ(~x) is con-
tinuous with continuous first and second partial derivatives, and suppose that the Hessian
is symmetric and uniformly positive definite.

1. Formally define Newton’s method with line search for solving the optimization problem
min~x φ(~x).

2. Let ~pk be the Newton search direction. Show that ∂φ(~xk + α~pk)/∂α < 0 at α = 0.
Why is this fact significant for the line search?
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Question 2. Let φ(x) be a scalar function of the n-vector variable x. Suppose φ(x) is
continuous with continuous first and second partial derivatives, and suppose that the Hessian
is symmetric and uniformly positive definite. Let A be an m×n matrix, n > m of full rank.
Consider the equality constrained optimization problem

min
Ax=b

φ(x)

a. Formally define the Lagrangian for this problem.

b. State the necessary conditions for existence and uniqueness of a solution.

c. Derive Newton’s Method (KKT system) for solving this problem.
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Question 3. Let f(x) be a vector function of a vector variable x. Assume f(x) is continuous
and differentiable, and that the Jacobian J(x) is continuous in the ball B = {x|||x−x∗|| ≤ δ
for some δ > 0. More specifically, assume:

1. f(x∗) = 0.

2. ||J(x)−1|| ≤M for all x ∈ B.

3. ||J(x)− J(y)|| ≤ γ||x− y|| for all x, y ∈ B.

Assume the sequence xk is generated from a starting vector x0 ∈ B using Newton’s method
without line search. Using Taylor’s theorem, prove

||ek+1|| ≤
Mγ

2
||ek||2

where ek = x∗ − xk. Hint: f(x) = f(y) +
∫ 1

0
J(θx+ (1− θ)y)(x− y)dθ
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Question 4. We consider the approximation of x3 + 2 on 0 ≤ x ≤ 2 by quadratic polyno-
mials. We will use the uniform mesh x0 = 0, x1 = 1 and x2 = 2.

a. Compute the interpolant using the Lagrange nodal basis.

b. Compute the interpolant using a divided difference table.
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Question 5. Let f ∈ C2(I), I = [a, b], and let xi = a + ih, 0 ≤ i ≤ n, h = (b − a)/n be a
uniform mesh on I. Let f̃ denote the continuous piecewise linear polynomial interpolant of
f with respect to this mesh. Using the Peano Kernel Theorem, prove:

||f − f̃ ||L2(I) ≤ Ch
2||f ′′||L2(I)



Mathematics 270b 7

Question 6. Suppose we are given an inner product (f, g), and corresponding norm ||f || =√
(f, f) defined on a vector space V. Let S ⊂ V be a finite dimensional subspace. Let

f ∈ V, and let f∗ ∈ S be the least squares approximation of f satisfying

||f − f∗|| = min
v∈S
||f − v||

Prove the orthogonality relation
(f − f∗, v) = 0

for all v ∈ S (This shows that f∗ is the orthogonal projection of f onto S). Hint: consider
||f − (f∗ + εv)||2, where v ∈ S and ε ∈ R1.
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Question 7. Let

I(f) =

∫ 1

−1
f(x)dx

We consider a Gaussian quadrature formula of the form

Q(f) = w1f(x1) + w2f(x2)

a. Compute the weights wi and the knots xi for the Gaussian quadrature formula.

b. Compute the error I(f)−Q(f). Be sure to explicitly evaluate the constant.
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Question 8. The composite trapazoid rule Th(f) on a uniform mesh of size h = (b− a)/n
is known (via the Euler-Maclaurin Summation formula) to satisfy

I(f) =

∫ b

a

f(x) dx = Th(f) +

r∑
k=1

c2kh
2k{f2k−1(b)− f2k−1(a)}+O(h2r+2).

for f ∈ C2r[a, b],

Th(f) =
h

2
f(x0) + h

n−1∑
k=1

f(xk) +
h

2
f(xn),

and xk = a + kh, 0 ≤ k ≤ n. Derive a Richardson Extrapolation Procedure for computing
higher order approximations to I(f).


