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Abstract

We consider the parabolic approximation to the three{dimensional Helmholtz equation for the
acoustic pressure. The parabolic equation is semi{discretized in the range variable using an implicit
scheme (e.g., Crank{Nicolson). This leads to a complex elliptic partial di�erential equation that
must be solved at each range step. We use a multigrid method to solve this partial di�erential
equation, which gives rise to matrices that are complex, symmetric (but non-Hermitean). In this
sense, multigrid is an alternative to other approaches such as Krylov subspace methods and ADI.

We present results for the Alliant FX2800 (a shared memorymachine based on i860 processors),
and the Cray Y-MP. Our results demonstrate that multigrid maps e�ectively to these supercom-
puter architectures, and that high performance can be achieved through the parallelizing compilers
with relatively little user intervention.

1 Introduction

In this paper, we discuss how multigrid methods can be applied to problems arising in Compu-
tational Acoustics, and how these methods can be implemented e�ciently on high performance
computers.

The problem we consider is the three-dimensional parabolic wave equation in underwater acous-
tics. This partial di�erential equation arises when the parabolic approximation is applied to the
Helmholtz equation for the acoustic pressure:

r
2p+ k2p = 0

In cyclinderical polar coordinates, the 3D parabolic equation has the form:
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(n2 � 1)u = iLu: (1)

Here k0 is a reference wave number and n = n(r; �; z) is the index of refraction.
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With appropriate initial and boundary conditions, this equation can be solved numerically in a
range stepping fashion. This equation is the 3D version of the narrow angle equation of Tappert
[9]. Techniques similar to the ones reported in this paper can be applied to the Lee-Saad-Schultz
model [6].

In the remainder of this paper, we will outline the discretization methods used, in particular for
the range variable, and describe the elliptic problem that needs to be solved at each range step. We
then use multigrid to solve this problem. A brief overview of the multigrid philosophy is included.
Finally, performance results are presented for two parallel computers: a 14 processor Alliant FX-
2800 and an 8 processor Cray Y-MP. These results indicate that multigrid can be parallelized
e�ectively on these architectures, almost automatically.

Multigrid methods are discussed in [1], and parallel implementations in [2]. Multigrid methods
for vector and parallel computers in the context of underwater acoustics have been discussed in [4],
[3]. Parallel multigrid methods for parabolic equations of di�usion type in three spatial dimensions
were implemented in [5]. The opportunities for exploiting parallel computers for computational
acoustics are outlines in [7], [8].

2 Implicit Finite Di�erence Methods for the Parabolic Equation

We consider an implicit �nite di�erence discretization of the 3D parabolic wave equation,

ur = iLu

Our discussion centers on the Crank-Nicolson discretization, but the results are applicable to other
implicit range stepping methods, such as Backward Euler. Crank-Nicolson for the 3D parabolic
equation (1) can be written as

�
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The most signi�cant part of the work at each range step is the solution of an elliptic partial
di�erential equation of the form

Lu+ i
2

�r
u = f: (3)

We will focus on the e�cient solution of this problem. From the form of (3) we can see that
if we discretize the depth and azimuthal variables using the standard centered 5-point stencil, the
resulting matrix is complex and symmetric (but not Hermitean!). In particular, if A0 is a real
symmetric matrix, then

A = A0 + i�I

is a complex symmetric matrix1.
These matrices arise in a number of applications. A number of linear algebra techniques can

be adapted to take advantage of this structure, such as preconditioned Krylov subspace methods,
or Alternating Direction Implicit (ADI) methods.

We propose solving the elliptic problems that arise at each range step by multigrid methods,
which we will review below.

1A somewhat more general form is A = A0 + iD, where D is a diagonal matrix.
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Figure 1: Non-zero structure of the matrix

We include a comment about data structures that turned out to be important from the point
of view of performance. With the 5-point stencil and the \natural ordering" of the unknowns, it
is well known that the discrete operator has the non-zero structure depicted in Figure 1. If the
non-zero entries of the matrix are stored by diagonals, vectorizing compilers can generate extremely
e�cient code for operations like a matrix vector product, which are used in in multigrid methods
(in the residual computation and the weighted Jacobi smoother, discussed in the next section).

3 Multigrid methods

Multigrid methods for partial di�erential equations use multiple grids for resolving various features
of the solution on the appropriate spatial scales. They derive their e�ciency by not attempting to
resolve coarse scale features on the �nest grid.

The basic idea of multigrid is depicted in Figure 2, for the two-grid version.
Starting with and initial guess, uoldh , on the �nest grid, we apply �1 iterations of a smoothing

method, such as Jacobi or Gauss-Seidel and form the residual rh of the resulting grid vector uh.
This is \restricted" down to the coarse grid, where it is used as the right hand side (r2h) of the
coarse grid correction equation, L2hc = r2h. The solution to this problem (ch) is interpolated back
to the �ne grid where it is added to the current approximation. Finally an additional �2 sweeps of
the smoother are applied to the corrected approximation, to obtain unewh .

The bulk of the work is in the smooting iterations and the residual computation, followed by
the grid transfer operations (restriction and interpolation).

The smoother we have used is weighted (or underrelaxed) Jacobi, which, for Ax = b and
A = D � L� U , is de�ned by

x(n+1) = [(1� !)I + !D�1(L+ U)]x(n) + !D�1f

The grid transfers were Full Weighting for the restriction and cubic interpolation for the coarse to
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Figure 2: The Two-grid version of Multigrid
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Figure 3: The V-cycle and Full Multigrid (the �nest grid is at the top).

�ne transfers. The coarse grid solves were done using banded Gaussian elimination.
In practice, the two-grid algorithm is applied recursively. The most common approach is the

V-cycle, where an initial guess must be supplied on the �nest grid. The Full Multigrid (FMG)
method goes one step further and starting from the coarsest grid, \bootstraps" itself up to the
�nest grid, before doing the V-cycle. In this sense, FMG generates its own (usually very good)
initial guess on the �nest grid.

4 Test Problem

The elliptic problem to be solved at each range step is

Lu � i
2

�r
u = f;

where
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(n2 � 1)u:
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This can be viewed as solving a parabolic equation of the form

ut = i(�uxx +
�

t2
uyy + u)

where

 = (x; y; t) =
1

2
(n2 � 1)� i

2

�r
:

The coe�cient  depends on the sound speed pro�le and on the range step. (� and � are constants.)
We used a synthetheic index of refraction. The performance data presented below is for a single
range step.

5 Performance Results for the Alliant FX-2800

The Alliant FX-2800 is a shared memory parallel computer, with Intel's i860 chips on each CPU.
We used the 14 processor machine at the Center for Supercomputing Research and Development
at the University of Illinois at Urbana-Champaign.

Before we discuss the performance results for the Alliant, we will review some terminology that
is common in this context. A Megaop represents a computational rate of one million oating point
operations per second (a Gigaop is a thousand Megaops). If a program requires times T1 on one
processor, and TP on P processors, then (parallel) speedup is de�ned to be

Speedup =
T1

TP
:

This is not the most stringent measure of speedup, but it is the one we have employed.
There is an e�ective parallelizing compiler available on the Alliant FX-2800. Our experience on

this machine was that the parallelizing software did a fairly good job, but that it was worthwhile to
insert compiler directives judiciously, to enhance the parallel performance. The FORTRAN com-
piler generated code that executed relatively slowly on a single processor (6 Megaops, compared
to the 40� 50 that the i860 chip is capable of.

In the tests reported here, we were able to use only 12 of the 14 processors. In Figure 4, the
execution time is plotted as a function of the number of processors and in Figure 5, the speed-up
values corresponding to the data in Figure 4 is plotted as a function of the number of processors.
Whereas the speedup for 4 processors is very close to 4, for 12 processors it is about 7. Part of
the reason may lie in the bus speed, and the fact that with multigrid, where O(N) operations are
performed on O(N) data, the caching algorithm is less likely to do a good job, than, say, for dense
Gaussian elimination, where O(N3) operations are performed on O(N2) data.

In Figure 6, we give the Megaop rates for the multigrid solver overall, and for a few major
components (smoothing, residual computation, restriction and interpolation). We see that the
FX-2800 goes from 6 Megaops on 1 processor to about 45 Megaops on 12 processors.

6 Performance Results for the Cray Y-MP/8

The Cray Y-MP/8 is a vector supercomputer with 8 processors. Thus in addition to the very high
vector performance of each processor, there is the possibility of multiplying performance by using
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Figure 4: Execution times in seconds for one multigrid solve on a 511 � 511 grid vs. number of
processors.

Figure 5: Speedup vs. number of processors, based on the times from Figure 4.
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Figure 6: Megaop rate vs. number of processors based on the times from Figure 3. Separate curves
are included for the major components of multigrid.
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Figure 7: Execution times in seconds for one multigrid solve on a 511 � 511 grid vs. number of
processors. These times were obtained in non-dedicated mode.

multiple processors. This parallelism can be achieved through software supplied by Cray Research.
We have used the microtasking mechanism, which parallelizes at the do-loop level. As with the
Alliant, it was necessary to add compiler directives to certain key loops to enhance performance.
Nevertheless, it is fair to say that the modi�cations needed to the code were minor.

In Figure 7, the execution time is plotted as a function of the number of processors. In Figure
8, the speed-up values corresponding to the data in Figure 7 is plotted as a function of the number
of processors. These runs were done in non-dedicated mode, which means that our program did
not necessarily have the stated number of processors for any given portion of its execution. For
these runs, the speedup for a small number of processors is reasonable (close to 3 on 4 processors),
but is only 3.8 on 8 processors.

In Figure 9, we give the Megaop rates for the multigrid solver overall, and for a few major
components (smoothing, residual computation, restriction and interpolation), This �gure shows
that the performance on a single processor is very high, and that with 1, 2, 4 and 8 processors, the
Megaops rate is close to 230, 430, 650 and 900, respectively. Individual components of multigrid
are running at over 1 Gigaop, and we feel that in dedicated mode, the overall performance could
be in this range.
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Figure 8: Speedup vs. number of processors, based on the times from Figure 7.

Figure 9: Megaop rate vs. number of processors based on the times from Figure 6. Separate curves
are included for the major components of multigrid.
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7 Summary and Conclusions

We have presented results for the parallel performance of multigrid when it is used to solve the
complex symmetric problems that arise at each range step, when the Crank-Nicolson scheme is
applied to the 3D parabolic equation of underwater acoustics.

By choosing vectorizable and parallelizable components of multigrid, and by choosing an e�cient
data structure for the discretized operator, we were able to achieve high e�ciencies. In particular,
we achieved speedups of over 7 on 12 processors of the FX-2800 and 3.8 on 8 processors of a Cray
Y-MP (in non-dedicated mode). The Cray performance was very close to 900 Megaops.

Our results indicate that multigrid has excellent potential as a high performance solver for the
parabolic wave equation of underwater acoustics.
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