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ABSTRACT. In this article we consider the conformal decomposition of Einstein’s con-
straint equations introduced by Lichnerowicz, Choquet-Bruhat, and York, on asymptoti-
cally flat (AF) manifolds. Using the non-CMC fixed-point framework developed in 2009
by Holst, Nagy, and Tsogtgerel and by Maxwell, we combine a priori estimates for the
individual Hamiltonian and momentum constraints, barrier constructions and fixed-point
techniques for the Hamiltonian constraint, Riesz-Schauder theory for the momentum
constraint, together with a topological fixed-point argument for the coupled system, to
establish existence of coupled non-CMC weak solutions for AF manifolds. As was the
case with the 2009 rough solution results for closed manifolds, and for the more recent
2014 results of Holst, Meier, and Tsogtgerel for rough solutions on compact manifolds
with boundary, our results here avoid the near-CMC assumption by assuming that the
freely specifiable part of the data given by the traceless-transverse part of the rescaled
extrinsic curvature and the matter fields are sufficiently small. Using a coupled topo-
logical fixed-point argument that avoids near-CMC conditions, we establish existence
of coupled non-CMC weak solutions for AF manifolds of class W s,p

δ (or Hs,p
δ ) where

p ∈ (1,∞), s ∈ (1 + 3
p ,∞), −1 < δ < 0, with metric in the positive Yamabe class.

The non-CMC rough solutions results here for AF manifolds may be viewed as an ex-
tension of the 2009 and 2014 results on rough far-from-CMC positive Yamabe solutions
for closed and compact manifolds with boundary to the case of AF manifolds. Similarly,
our results may be viewed as extending the recent 2014 results for AF manifolds of Dilts,
Isenberg, Mazzeo and Meier; while their results are restricted to smoother background
metrics and data, the results here allow the regularity to be extended down to the mini-
mum regularity allowed by the background metric and the matter, further completing the
rough solution program initiated by Maxwell and Choquet-Bruhat in 2004.
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1. INTRODUCTION

In this article, we give an analysis of the coupled Hamiltonian and momentum con-
straints in the Einstein equations on a 3-dimensional asymptotically flat (AF) manifold.
We consider the equations with matter sources satisfying an energy condition implied
by the dominant energy condition in the 4-dimensional spacetime; the unknowns are
a Riemannian three-metric and a two-index symmetric tensor. The equations form an
under-determined system; therefore, we focus entirely on a standard reformulation used
in both mathematical and numerical general relativity, called the conformal method, in-
troduced by Lichnerowicz [36], Choquet-Bruhat [10], and York [57, 58]. The (standard)
conformal method assumes that the unknown metric is known up to a scalar field called a
conformal factor, and also assumes that the trace and a term proportional to the trace-free
divergence-free part of the two-index symmetric tensor is known, leaving as unknown a
term proportional to the traceless symmetrized derivative of a vector. Therefore, the new
unknowns are a scalar and a vector field, transforming the original under-determined sys-
tem for a metric and a symmetric tensor into a (potentially) well-posed elliptic system for
a scalar and a vector field, which we will refer to as the Lichnerowicz-Choquet-Bruhat-
York (LCBY) system.

The LCBY equations, which are a coupled nonlinear elliptic system consisting of the
scalar Hamiltonian constraint coupled to the vector momentum constraint, had been stud-
ied through 2008 almost exclusively in the setting of constant mean extrinsic curvature,
known as the CMC case. In the CMC case the equations decouple, and it has long been
known how to establish existence of solutions. The case of CMC data on closed (com-
pact without boundary) manifolds was completely resolved by several authors over the
last thirty years, with the last remaining sub-cases resolved and all the CMC sub-cases on
closed manifolds summarized by Isenberg in [33]. Over the ten years that followed, other
CMC cases on different types of manifolds containing various kinds of matter fields were
studied and partially or completely resolved; the survey [5] gives a thorough summary of
the state of the theory through about 2004. New results through 2008 included extensions
of the CMC theory to AF manifolds [33, 30, 38, 12], including the first results for rough
solutions [39, 41, 11]. The CMC case with interior black hole boundaries is of particular
interest in numerical general relativity; solution theory for this case involves the care-
ful mathematical treatment of trapped surface boundary conditions that model apparent
horizons; this was completed by 2005 [16, 40]. Although it is the primary formulation of
the constraint equations actually used in numerical relativity, the complete CMC solution
theory for compact manifolds with an exterior boundary that models AF behavior, and
interior trapped surface boundaries that model apparent horizons, was developed only
recently [30]. Results for existence of solutions for non-constant mean extrinsic curva-
ture, but under the assumption that the mean extrinsic curvature was nearly constant (the
near-CMC case), began to appear in 1996 [34, 35, 12, 1]; these were essentially the only
non-CMC results through 2008.

The first true non-CMC existence results, without any smallness requirement on τ ,
began to appear in 2008 [31, 32, 42]. The analysis techniques first developed and re-
fined in [31, 32, 42] for closed manifolds were intensively studied and extended to a
number of other cases over the last five years, including compact manifolds with bound-
ary [32, 30, 17], AF manifolds without interior boundaries [18], and AF manifolds with
inner trapped surface boundary conditions that model apparent horizons [29]. A varia-
tion of the fixed-point analysis from [31, 32, 42] was developed in [14], which builds on
the framework to construct an associated limit equation; this has led to a different class
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of non-CMC-type results [24, 15, 19, 22, 21, 23]. One of the initially alarming impli-
cations of the topological fixed-point arguments introduced in [31, 32, 42] was the lack
of uniqueness results, which had always been available in the CMC case. Rather than
being a limitation in the techniques, this now appears to be generic when far-from-CMC
data is encountered, and has even been explicitly demonstrated [43]. Moreover, analytic
bifurcation analysis has now also been done for some versions of the LCBY system, and
the existence of a quadratic fold with respect to certain parameterizations has now been
established using those techniques [28]. One of the most important new developments
in the non-CMC theory of the LCBY system has been the analysis [44] of the somewhat
hidden underlying structure that is common to the primary variations of the conformal
method, including the original CMC formulation [36, 10, 57, 58], the LCBY formula-
tion [46, 47], and the conformal thin sandwich formulation [60, 49]. The analysis in [44]
shows that the standard conformal method and the conformal thin sandwich method are
in fact the same; in addition to allowing for the immediate transfer of known results
for one method to the other method, further analysis of the structure has led to a much
deeper understanding of the shortcomings of the conformal method as a parameterization
of initial data [45].

In this article, our goal is to tackle one of the remaining open questions with the LCBY
system: The existence of rough non-CMC solutions to the LCBY problem on AF man-
ifolds without near-CMC assumptions. Using the overall non-CMC fixed-point frame-
work developed for the closed case in [31, 32, 42], but now developed in the setting of
the function spaces that are relevant in the AF case, we combine a priori estimates for the
individual Hamiltonian and momentum constraints, barrier constructions and fixed-point
techniques for the Hamiltonian constraint, Riesz-Schauder theory for the momentum
constraint, together with a topological fixed-point argument for the coupled system, to
establish existence of coupled non-CMC weak solutions for AF manifolds. As was the
case for the earlier 2009 rough solutions results for closed manifolds [32, 42], and for
the more recent 2014 rough solutions results of Holst, Meier, and Tsogtgerel for com-
pact manifolds with boundary [30], our results here avoid the near-CMC assumption by
assuming that the freely specifiable part of the data given by the traceless-transverse part
of the rescaled extrinsic curvature and the matter fields are sufficiently small. Using a
coupled topological fixed-point argument that avoids near-CMC conditions, we establish
existence of coupled non-CMC weak solutions for AF manifolds of class W s,p

δ (or Hs,p
δ )

where p ∈ (1,∞), s ∈ (1+ 3
p
,∞),−1 < δ < 0, with metric in the positive Yamabe class.

The non-CMC rough solution results here for AF manifolds may be viewed as an exten-
sion of the 2009 and 2014 results on rough far-from-CMC positive Yamabe solutions
for closed and compact manifolds with boundary to the case of AF manifolds. Simi-
larly, our results may be viewed as extending the recent 2014 results for AF manifolds
of Dilts, Isenberg, Mazzeo and Meier [18]; while their results are restricted to smoother
background metrics and data, the results here allow the regularity to be extended down
to the maximum allowed by the background metric and the matter, further completing
the rough solution program initiated initiated by Maxwell in [39, 41] (see also [11]), and
thus further extending the known solution theory for the Einstein constraint equations.

A Brief Remark Concerning the Results Contained in the Paper. Along the way to
proving the main existence result in the paper, we will need to assemble a number of
new supporting technical results; we include some of these results in the main body of
the paper when needed to maintain the flow of an argument, whereas it was possible to
place other supporting results into the included appendices without damaging the flow
of the main arguments. One of the technical results we need, which is not available
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in the literature, concerns cases of multiplication properties of functions in weighted
spaces. While the limited version of the result needed for this paper is included, this has
led to a second project on establishing some multiplication lemmas that are not yet in
the literature. These results will appear in [6]. Lastly, note that we have included the
complete bootstrapping argument that has been only outlined in prior articles (including
some of our own) for obtaining the higher-smoothness results from the rough results.
This argument is in fact somewhat non-trivial, and we felt that it should be included
somewhere in the literature on the conformal method.

Outline of the Paper. An extended outline of the remainder of the paper is as follows.
In Section 2, we give a brief overview of the conformal method, and introduce notation

that we use throughout the paper. We summarize the conformal decomposition of Ein-
stein’s constraint equations introduced by Lichnerowicz and York, on an AF manifold,
and describe the classical strong formulation of the resulting coupled elliptic system.

In Section 3, and we define weak formulations of the constraint equations that will
allow us to develop solution theories for the constraints in the spaces with the weakest
possible regularity. In particular, we focus on one of two possible weak formulations of
the LCBY equations; a second alternative, which has some advantages but which we do
not use in the main body of the paper, is described in Appendix F.

In Section 4, we study the momentum constraint in isolation from the Hamiltonian
constraint. We develop some basic technical results for the momentum constraint opera-
tor under the weakest possible assumptions on the problem data, including existence of
weak solutions to the momentum constraint, given the conformal factor as data.

In Section 5, we study the individual Hamiltonian constraint. We assume the exis-
tence of barriers (weak sub- and super-solutions) to the Hamiltonian constraint equation
forming a nonempty positive bounded interval, and then derive several properties of the
Hamiltonian constraint that are needed in the analysis of the coupled system. The results
are established under the weakest possible assumptions on the problem data.

In Section 6, we develop a new approach for the construction of global sub- and su-
persolutions for the Hamiltonian constraint on AF manifolds. In particular, we give con-
structions for both sub- and supersolutions in the positive Yamabe case that have several
key features, including: (1) they are near-CMC free; (2) they require minimal assump-
tions on the data in order to be used for developing rough solutions; and (3) they have
appropriate asymptotic behavior to be compatible with an overall fixed-point argument
for the coupled system.

Finally, in Section 7 we develop our main results for the coupled system. In particular,
we clearly state and then prove the main existence result (Theorem 7.3) for rough pos-
itive Yamabe solutions to the constraint equations on AF manifolds without near-CMC
assumptions.

For ease of exposition, various supporting technical results are given in several ap-
pendices as follows: Appendix §A – construction of fractional order Sobolev spaces of
sections of vector bundles over AF manifolds; Appendix §B – a priori estimates and re-
lated results for elliptic operators on AF manifolds; Appendix §C – artificial conformal
covariance of the Hamiltonian constraint on AF manifolds; Appendix §D – results on
Yamabe positive metrics on AF manifolds; Appendix §E – some remarks on the alterna-
tive use of Bessel Potential spaces; and Appendix §F – an alternative weak formulation
of the LCBY system on AF manifolds that makes possible additional results that are not
developed in the paper.
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2. PRELIMINARY MATERIAL

We give a brief overview of the Einstein constraint equations and the conformal method.
A more detailed overview can be found in [32, 5]. Let (M, gµν) be a 4-dimensional glob-
ally hyperbolic spacetime, that is,M is a 4-dimensional smooth manifold, gµν is smooth,
Lorentzian metric on M with signature (−,+,+,+) and M admits a Cauchy surface
(so it can be foliated by a family of spacelike hypersurfaces). Let ∇µ be the Levi-Civita
connection associated with the metric gµν . The Einstein field equation is

Rµν −
1

2
Rgµν = κTµν ,

where Tµν is the stress-energy tensor, and κ = 8πG/c4, with G the gravitation constant
and c the speed of light. The Ricci tensor is Rµν = Rµσν

σ and R = Rµνg
µν is the Ricci

scalar, where gµν is the inverse of gµν , that is gµσgσν = δµ
ν . The Riemann tensor is

defined by Rµνσ
ρwρ =

(
∇µ∇ν −∇ν∇µ

)
wσ, where wµ is any 1-form on M . The stress

energy tensor Tµν is assumed to be symmetric and to satisfy the condition ∇µT
µν = 0

and the dominant energy condition, that is, the vector −T µνvν is time-like and future-
directed, where vµ is any time-like and future-directed vector field.

The Einstein field equation allows a formulation as an initial value problem. The
metric is the fundamental variable and the equations involve the second derivatives of
the metric. Roughly speaking, since the equation is of order two in time, in order to
solve the problem, we need initial data on the metric and on a first order time derivative
of the metric. In the case of a globally hyperbolic spacetime, which supports a complete
foliation with space-like hypersurfaces parameterized by a scalar time function, one can
pick a constant time hypersurface of the spacetime Σ and then specify the initial data

(g|Σ = ĥ,
∂g

∂t
|Σ ∼ k̂) on that hypersurface [9]. The problem then becomes that one

is not allowed to freely specify the initial conditions in that hypersurface; rather, the
Gauss-Codazzi-Menardi equations imply that the initial data satisfy certain conditions
which are known as constraint equations [13]. More precisely, we have the following
definition:

Definition 2.1. A triple (M, ĥ, k̂) is said to be an initial data set for the Cauchy formu-
lation of the Einstein field equations iff (M, ĥ) is a 3-dimensional smooth Riemannian
manifold and k̂ is a symmetric covariant tensor of order 2 on M such that

R̂− |k̂|2
ĥ

+ (trĥk̂)2 = 2κρ̂, (Hamiltonian constraint)

divĥk̂ − d(trĥk̂) = κĴ, (Momentum constraint)

where R̂ is the scalar curvature of ĥ, and where ρ̂ is a non-negative scalar field and Ĵ
is a 1 form on M , representing the energy and momentum densities of the matter and
non-gravitational fields, respectively. κ is a constant.

The above equations are called the Einstein constraint equations. Using any local
frame we may write the above equations as follows:

R̂ + (ĥabk̂ab)
2 − k̂abk̂ab = 2κρ̂,

∇̂b(ĥack̂ac)− ∇̂ak̂
ab = −κĴ b, 1 ≤ b ≤ 3.

When the above equations hold, the manifold M can be embedded as a hypersurface
in a 4-dimensional manifold corresponding to a solution of the Einstein field equations,
and the push forward of ĥ and k̂ represent the first and second fundamental forms of the
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embedded hypersurface. This leads to the terminology extrinsic curvature for k̂, and
mean extrinsic curvature for its trace trĥk̂. If the source terms are zero (ρ̂ = 0, Ĵ = 0),
the constraint equations are called the vacuum constraint equations.

A general statement of the problem we are interested in is as follows.
The Initial Data Problem in GR: Given a 3-dimensional smooth manifoldM , a scalar

function ρ̂ and a vector valued function (or 1 form) Ĵ , find a Riemannian metric (a
symmetric, positive definite covariant tensor ĥ of order 2), and a symmetric covariant
tensor k̂ of order 2, such that the triple (M, ĥ, k̂) forms an initial data set for the Einstein
constraint equations (i.e., such that (ĥ, k̂) satisfies the constraint equations).

The constraint equations constitute an under-determined system of equations (the num-
ber of unknowns is twelve, whereas the number of equations is four). In order to produce
a unique solution we must specify certain unknowns and then solve the constraint equa-
tions for the remaining unknowns. To this end, we employ a standard reformulation
known as the conformal transverse-traceless method, introduced by Lichnerowicz,
York, and O Murchadha [36, 59, 46]. In this method, the initial data on M is divided
into two sets: the Free (Conformal) Data, and the Determined Data, such that given a
choice of free data, the constraint equations become a determined system to be solved
for the determined data [5]. There are several ways to do this; here we focus on the
“semi-decoupling split”, and examine briefly how the method works.

• Step 1: The original unknowns, ĥ and k̂, each has six distinct components, therefore
we have twelve unknowns. We can decompose k̂ab into the trace-free and the pure
trace parts:

k̂ab = ŝab +
1

3
(trĥk̂)ĥab.

Clearly trĥŝ = 0.

• Step 2: Conformal rescaling. Let

ĥab = φrhab, ŝab = φssab, trĥk̂ = φtτ,

where r, s, and t are fixed but arbitrary integers. Note that if t = 0 then τ is the mean
extrinsic curvature. We denote the Levi-Civita connection for hab by ∇a. We will
assume hab and τ are given (i.e we consider them as free data) so we are left with 7
unknowns (components of sab and φ).

• Step 3: York decomposition. We begin by first defining the conformal Killing op-
erator Lh : χ(M)→ τ 0

2 (M) as follows:

Lh(W ) = ∇bW a +∇aW b − 2

3
(divhW )hab (divhW = ∇cW

c).

Here χ(M) denotes the collection of vector fields on M and τ 0
2 (M) is the collec-

tion of contravariant tensors of order 2. The elements in the kernel of Lh are called
conformal Killing fields. In the case where the background metric is clear from the
context we may denote the conformal Killing operator by L instead of Lh. In par-
ticular, in what follows ∇, L and div are all taken with respect to the metric h. For
closed manifolds and AF manifolds, under mild conditions on the regularity of h,
one can show that if ψ is a symmetric traceless contravariant tensor of order 2, then
there exists W ∈ χ(M), uniquely determined up to conformal Killing fields, such
that div(LW ) = divψ [33, 41]. divL is sometimes called vector Laplacian and is
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denoted by ∆L. Therefore, there exists W ∈ χ(M) such that

∆LW := div(LW ) = divs (∇c(LW )ac = ∇cs
ac).

Now define σab := sab − (LW )ab. Clearly, divσ = 0. It is easy to check that σ is
trace-free as well. So in fact σ is a transverse-traceless tensor.

• Step 4: We assume σab is given, i.e, we will consider it as part of the free data; now
we are left with four unknowns (components of the vector field W a and the scalar
function φ).

Therefore, the set of free (conformal) data consists of a background Riemannian metric
h, a transverse-traceless symmetric tensor σ, and a function τ . The set of determined data
consists of a positive function φ and a vector field W . The transformed system consists
of the Lichnerowicz-Choquet-Bruhat-York (LCBY) equations. For the semi-decoupling
split we set r = 4, s = −10, t = 0. ρ̂ is a non-negative scalar field and Ĵ is a 1 form on
M , representing When energy and momentum densities of matter and non-gravitational
fields are present, one also takes ρ = φ8ρ̂ and J b = φ10Ĵ b.

The conformal formulation of the Einstein constraint equations. Applying the con-
formal method by following Steps 1–4 above, one produces a coupled nonlinear elliptic
system for the unknown conformal factor φ ∈ C∞(M) and W ∈ χ(M):

−8∆φ+Rφ+
2

3
τ 2φ5 − [σab + (LW )ab][σ

ab + (LW )ab]φ−7 = 2κρφ−3, (2.1)

−∇a(LW )ab +
2

3
φ6∇bτ = −κJ b, (2.2)

where the first equation (2.1) is referred to as the conformal formulation of the Hamil-
tonian constraint, and the second equation (2.2) is referred to as the conformal formu-
lation of the momentum constraint. In the vacuum case, the right-hands sides of both
equations vanish.

In order to give a complete and well-defined mathematical formulation of the problem
our study here, we begin by setting

F (φ,W ) = aRφ+ aτφ
5 − aWφ−7 − aρφ−3, F(φ) = bτφ

6 + bJ ,

where

bbτ = (2/3)∇bτ, bbJ = κJ b, aR = R/8, aτ = τ 2/12,

aρ = κρ/4, aW = [σab + (LW )ab][σ
ab + (LW )ab]/8.

The classical formulation of the LCBY equations can be stated as follows.

Classical Formulation. Given smooth functions τ and ρ, rank 2 transverse-traceless
tensor field σ, and vector field J on the smooth 3-dimensional Riemannian manifold
(M,h), find a scalar field φ > 0 in C∞(M) and a vector field W in χ(M) such that

−∆φ+ F (φ,W ) = 0,

−∆LW + F(φ) = 0.

As motivated clearly in the introduction, our goal in this article is to provide an answer
to the question of existence of non-CMC solutions in the case of AF manifolds with very
low regularity assumptions on the data. Our approach follows closely that taken in [32],
and is based on the following fundamental ideas:
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• Abstract interpretation of the differential equation: We interpret any PDE as an
equation of the form Au = f where A is an operator between suitable function
spaces. In this view, the existence of a unique solution for all f is equivalent to A
being bijective. This abstract interpretation allows one to employ a number of general
results from linear and nonlinear analysis.

• Conformal covariance of the Hamiltonian constraint: The basic idea is that in
the study of existence of solutions to the Hamiltonian constraint, we have some sort
of freedom in the choice of the background metric h. Note that the coefficient aW
is the only part of the Hamiltonian constraint that depends on the solution of the
momentum constraint. Let’s consider the individual Hamiltonian constraint by as-
suming that aW is given as data. Clearly, the Hamiltonian constraint depends on
the background metric h: the differential operator in the Hamiltonian constraint is
the Laplacian which is defined using h, and also the scalar curvature R is with re-
spect to h. An important question that one may ask is “does the existence of solution
depend on the background metric h”? More specifically, if h and h̃ are two confor-
mally equivalent metrics, does the existence of solution for h̃ imply the existence of
solution for h? The answer for the general “non-CMC” case is, unfortunately, a re-
sounding “NO” [44]. However, the situation is not completely hopeless. We examine
this at length in Appendix C, and we show that one can artificially define aW , aρ and
other coefficients in the Hamiltonian constraint with respect to the new conformally
equivalent metric in such a way that some sort of connection is made between the two
equations. This generalized type of conformal covariance is enough for our purposes
here. This should not be confused with the genuine (geometric) conformal covari-
ance that is true for the CMC case, and is discussed in [44]. For both CMC case and
non-CMC case (as discussed in Appendix C), in the study of existence of solutions
to the Hamiltonian constraint, one may perform a conformal transformation and use
a metric in the conformal class whose scalar curvature has “nice” properties. This
is exactly why the Yamabe classes play an important role in the study of constraint
equations.

• Fredholm alternative: If A is a “nice” linear operator (in this context, meaning
Fredholm of index zero), then uniqueness implies existence.

• Maximum Principle: A linear operatorA satisfies the maximum principle ifAu ≤ 0
implies u ≤ 0 in some suitable pointwise sense. IfA satisfies the maximum principle
then the solution of Au = f (if it exists) is unique.

• Sub- and Supersolutions and A Priori Estimates: Consider the equation −∆φ +
G(φ) = 0 where G is a given function. Functions φ+ and φ− satisfying

−∆φ+ +G(φ+) ≥ 0, −∆φ− +G(φ−) ≤ 0

are called a supersolution and subsolution, respectively. One can show that under
certain conditions the existence of super- and subsolutions implies the existence of a
solution φ to the PDE.

• Fixed Point Theorems: (in particular the contraction mapping and Schauder theo-
rems) We may reduce the problem of existence of solutions to the problem of exis-
tence of fixed points of suitably defined operators.

• The Implicit Function Theorem: Although we do not use the implicit function
theorem in this paper, it is important to know that the implicit function theorem can
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be used in several different ways to prove existence of solutions. For instance in
[12] this theorem has been used to prove the existence of solutions of the coupled
constraint equations near a given one. Also the “Continuity Method”, which for
instance is used in [8] to study the constraint equations, usually makes use of the
implicit function theorem. The basic idea of the continuity method is as follows: Let
Φ(u) = 0 be the equation to solve. The Continuity Method consists of the following
three steps [3, 25]:

◦ Step 1: Find a continuous family of functions Φτ with τ ∈ [0, 1], such that
Φ1(u) = Φ(u) and Φ0(u) = 0 is a known equation which has a solution u0.

◦ Step 2: Prove that the set J = {τ ∈ [0, 1] : Φτ (u) = 0 has a solution} is open.
To show this, the Implicit Function Theorem is typically used.

◦ Step 3: Prove that the set J is closed.

Therefore J is a nonempty subset of [0, 1] that is both open and closed. This means
J = [0, 1] and in particular 1 ∈ J .

The main difficulty is in finding the appropriate function spaces as the domain and
codomain of the differential operator A, and ensuring that by using those function spaces
we are allowed to apply the maximum principle, Fredholm theory, fixed point theorems,
and so forth. For elliptic equations on the whole space Rn (and also for AF manifolds),
the appropriate spaces are weighted Sobolev spaces. To make for a reasonably self-
contained article, a summary of the main properties of weighted Sobolev spaces, and
differential operators between such spaces, has been included in Appendices A and B.

We note that although the situation that we study in this article is more complicated,
the main ideas which are employed to prove the theorems, mostly follow those which
have been used in [32] (non-CMC case on closed manifolds) and [38, 41] (CMC case on
AF manifolds).

Notation. Throughout this paper we use the standard notations for Sobolev spaces. See
Appendix §A for a summary of the standard notation we use here for norms. We use the
notation A � B to mean A ≤ cB where c is a positive constant that does not depend on
the non-fixed parameters appearing in A and B.

3. WEAK FORMULATION ON ASYMPTOTICALLY FLAT MANIFOLDS

First let us precisely define what we mean by an asymptotically flat manifold.

Definition 3.1. Let M be an n-dimensional smooth connected manifold and let h be a
metric on M for which (M,h) is complete. Let Er = {x ∈ Rn : |x| > r}. We say (M,h)
is asymptotically flat (AF) of class W s,p

δ (where s ∈ R, p ∈ (1,∞), and δ < 0) if
(1) h ∈ W s,p

loc (M).
(2) There is a finite collection {Ui}mi=1 of open sets of M and diffeomorphisms φi :

Ui → E1 such that M \ (∪mi=1Ui) is compact.
(3) There exists a constant ϑ ≥ 1 such that for each i

∀x ∈ E1 ∀y ∈ Rn ϑ−1|y|2 ≤ ((φ−1
i )∗h)rs(x)yrys ≤ ϑ|y|2. (see Remark A.10)

(4) There exists a positive constant ω such that for each i, (φ−1
i )∗h−ωh̄ ∈ W s,p

δ (E1),
where h̄ is the Euclidean metric.

The charts (Ui, φi) are called end charts, and the corresponding coordinates are called
end coordinates.
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Our goal is to come up with a weak formulation of LCBY conformally rescaled Ein-
stein constraint equations in order to accommodate nonsmooth data on an AF manifold
(M,h) of classW s,p

δ . There are at least two different general settings where the constraint
equations are well-defined with rough data; one of them is described in this section and
the other is discussed in Appendix F. In both settings it is assumed that the AF manifold
is of class W s,p

δ where s > 3
p

(and of course p ∈ (1,∞), δ < 0). So by Corollary A.27,
W s,p
δ is a Banach algebra and W s,p

δ ↪→ C0
δ ↪→ L∞δ . The framework that is described in

Appendix F (which we refer to as Weak Formulation 2) only works for s ≤ 2, but the
framework that is described in this section (which we refer to as Weak Formulation 1)
works for all s > 3/p with p ∈ (1,∞), even when s > 2. (However, as we explain at
some length in Appendix F, Weak Formulation 2 is not simply a special case of Weak
Formulation 1.)

Note that if (M,h) is a 3-dimensional AF manifold of class W s,p
δ and if u ∈ W s,p

δ is
a positive function, then (M,u4h) is not asymptotically flat of class W s,p

δ (item (4) in
Definition 3.1 is not satisfied). However, if u is a positive function such that u − µ ∈
W s,p
δ (M) for some positive constant µ, then (M,u4h) is also AF of class W s,p

δ . Indeed,

u− µ ∈ W s,p
δ ⇒ u− µ ∈ W s,p

loc ⇒ u ∈ W s,p
loc ⇒ u4h ∈ W s,p

loc (W s,p
loc is an algebra).

In addition, u − µ ∈ W s,p
δ implies that u is bounded and inf u > 0 (see Remark 5.2;

note that u is a positive function). Thus, there exists a positive number ζ such that
ζ−1 < u4 < ζ . Consequently for each i, (φ−1

i )∗u4 = u4 ◦ φ−1
i is between ζ−1 and ζ

which subsequently implies that

∀x ∈ E1 ∀y ∈ Rn (ζϑ)−1|y|2 ≤ ((φ−1
i )∗(u4h))rs(x)yrys ≤ (ζϑ)|y|2.

Finally, since (M,h) is AF of class W s,p
δ , there exists a constant ω such that (φ−1

i )∗h −
ω4h̄ ∈ W s,p

δ (E1); if we let v = u − µ and f(x) = (µ + x)4, then for each 1 ≤ i ≤ m
(end coordinates) we have

(φ−1
i )∗(u4h)− (µω)4h̄ = (u4 ◦ φ−1

i )(φ−1
i )∗h− (µω)4h̄

= (µ+ v ◦ φ−1
i )4(φ−1

i )∗h− (µω)4h̄

= f(v ◦ φ−1
i )(φ−1

i )∗h− (µω)4h̄

= f(v ◦ φ−1
i )((φ−1

i )∗h− ω4h̄) + (ω4f(v ◦ φ−1
i )− (µω)4)h̄.

Since (φ−1
i )∗h − ω4h̄ ∈ W s,p

δ (E1), by Lemma A.28 the first term on the right is in
W s,p
δ (E1). Also as a direct consequence of Corollary A.30, the second term on the right

is in W s,p
δ (E1).

In the LCBY equations, φ > 0 is the conformal factor, so assuming (M,h) is a 3-
dimensional AF manifold of class W s,p

δ , by what was mentioned above, it seems reason-
able to let φ = ψ + µ (so ψ > −µ) where ψ ∈ W s,p

δ and µ is an arbitrary but fixed
positive constant (we have freedom in choosing the constant µ).

We can write the Hamiltonian constraint in terms of ψ as:

−∆ψ + f(ψ,W ) = 0,

where

f(ψ,W ) = F (φ,W )

= aRφ+ aτφ
5 − aWφ−7 − aρφ−3

= aR(ψ + µ) + aτ (ψ + µ)5 − aW (ψ + µ)−7 − aρ(ψ + µ)−3.
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Since ψ ∈ W s,p
δ , we want to be able to extend −∆ : C∞ → C∞ to an operator AL :

W s,p
δ → W s−2,p

δ−2 . As discussed in Appendix B, since −∆ ∈ Ds,p
2,δ (See Definition B.1),

by the extension theorem (Theorem B.2), the only extra assumption needed to ensure the
above extension is possible is s ≥ 1. Indeed, according to Theorem B.2, we must check
the following conditions (following the numbering used in Theorem B.2):

(i) p ∈ (1,∞), (true by assumption)
(ii) s ≥ 2− s, (so need to assume s ≥ 1)

(iii) s− 2 ≤ s− 2, (trivially true)
(iv) s− 2 < s− 2 + s− 3

p
, (since s > 3

p
)

(v) s− 2− 3
p
≤ s− 3

p
− 2, (trivially true)

(vi) s− 3
p
> 2− 3− s+ 3

p
. (since s > 3

p
)

Framework 1:
In this framework we look for W in We,q

β where β < 0. For the momentum constraint to
be well-defined, we need to ensure that

The operator: −∆L : C∞ → C∞ can be extended to AL : We,q
β →We−2,q

β−2 , (3.1)

It holds that: bτ (ψ + µ)6 + bJ ∈We−2,q
β−2 . (3.2)

The vector Laplacian belongs to the class Ds,p
2,δ (See Definition B.1). Therefore, by Theo-

rem B.2, in order to ensure that condition (3.1) holds true, it is enough to require e and q
satisfy the following conditions (again, the numbering below corresponds to numbering
in Theorem B.2):

(i) q ∈ (1,∞),
(ii) e ≥ 2− s,

(iii) e− 2 ≤ min{e, s} − 2, p ≤ q if e = s 6∈ N0, (in particular, need e ≤ s)
(iv) e− 2 < e− 2 + s− 3

p
, (holds by assumption s > 3

p
)

(v) e− 2− 3
q
≤ s− 3

p
− 2, (must assume e ≤ s+ 3

q
− 3

p
)

(vi) e− 3
q
> 2− 3− s+ 3

p
. (must assume e > −s+ 3

p
− 1 + 3

q
)

Combining these constraints, we see it is enough to have

q ∈ (1,∞),

e ∈ (2− s, s] ∩ (−s+
3

p
− 1 +

3

q
, s+

3

q
− 3

p
]. (p = q if e = s 6∈ N0)

Note that in case e = s 6∈ N0 we need to assume p ≤ q, which together with the
inequality s = e ≤ s+ 3

q
− 3

p
justifies the assumption p = q in this case.

In order to ensure that condition (3.2) holds true, it is enough to make the extra
assumptions that τ is given in W e−1,q

β−1 and J is given in We−2,q
β−2 . Indeed, note that

τ ∈ W e−1,q
β−1 implies bτ ∈ We−2,q

β−2 . Since ψ ∈ W s,p
δ , it follows from Lemma A.28 that

bτ (ψ + µ)6 ∈We−2,q
β−2 ; Lemma A.28 can be applied since (numbering corresponds to the

numbering of conditions in Lemma A.28):

(i) e− 2 ∈ [−s, s], (since e ∈ (2− s, s])
(ii) e− 2− 3

q
≤ s− 3

p
, (since e ≤ s+ 3

q
− 3

p
)

−3− s+ 3
p
≤ e− 2− 3

q
. (since e > −s+ 3

p
− 1 + 3

q
)
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In summary, for the momentum constraint to be well-defined, it is enough to make the
following additional assumptions:

q ∈ (1,∞), e ∈ (2−s, s]∩(−s+
3

p
−1+

3

q
, s+

3

q
− 3

p
], τ ∈ W e−1,q

β−1 , J ∈We−2,q
β−2 .

Of course, we let p = q if e = s 6∈ N0, and the base assumptions hold as well (s ≥ 1, p ∈
(1,∞), δ, β < 0, s > 3

p
). Note that for (2− s, s] to be nonempty, in fact we need s > 1.

Finally, we now consider the Hamiltonian constraint. Note that W ∈ We,q
β and so

that LW ∈ W e−1,q
β−1 . For aW = 1

8
|σ + LW |2 to be well-defined, it is enough to assume

σ ∈ W e−1,q
β−1 . Recall thatAL is a well-defined operator fromW s,p

δ toW s−2,p
δ−2 . If we set η =

max{β, δ}, then W s−2,p
δ−2 ↪→ W s−2,p

η−2 . In fact, AL can be considered as an operator from
W s,p
δ to W s−2,p

η−2 where η = max{β, δ}. Consequently, for the Hamiltonian constraint to
be well-defined, we need to have

f(ψ,W ) = aR(ψ + µ) + aτ (ψ + µ)5 − aW (ψ + µ)−7 − aρ(ψ + µ)−3 ∈ W s−2,p
η−2 .

One way to guarantee that the above statement holds true is to ensure that

aτ , aρ, aW ∈ W s−2,p
β−2 , aR ∈ W s−2,p

δ−2 ,

and then show that if f is smooth on (−µ,∞), u ∈ W s,p
δ , and v ∈ W s−2,p

η−2 then f(u)v ∈
W s−2,p
η−2 . We claim that for above statements to be true it is enough to make the following

extra assumptions:

e > 1 +
3

q
, e ≥ s− 1, e ≥ 3

q
+ s− 3

p
− 1, ρ ∈ W s−2,p

β−2 .

The details are as follows:
(1) If f is smooth and u ∈ W s,p

δ , v ∈ W s−2,p
η−2 then f(u)v ∈ W s−2,p

η−2 .
By Lemma A.28, we just need to check the following (the numbering matches
that of the conditions in Lemma A.28):

(i) s− 2 ∈ [−s, s], (since s ≥ 1)
(ii) s− 2− 3

p
∈ [−3− s+ 3

p
, s− 3

p
]. (since s > 3

p
)

This shows that f(u)v ∈ W s−2,p
η−2 .

(2) aτ = 1
12
τ 2.

We want to ensure aτ ∈ W s−2,p
β−2 . Note that τ ∈ W e−1,q

β−1 ; since e − 1 > 3
q
,

W e−1,q
β−1 ×W

e−1,q
β−1 ↪→ W e−1,q

2β−2 (see Corollary A.26). Therefore τ 2 ∈ W e−1,q
2β−2 . Thus

we want to have W e−1,q
2β−2 ↪→ W s−2,p

β−2 . We will see that because of the assumptions
e ≥ s − 1 and e ≥ 3

q
+ s − 3

p
− 1 this embedding holds true. We just need

to check that the assumptions of Theorem A.17 are satisfied (numbering follows
assumptions of Theorem A.17):

(ii) e− 1 ≥ s− 2, (since e ≥ s− 1)
(iii) e− 1− 3

q
≥ s− 2− 3

p
, (since e ≥ 3

q
+ s− 3

p
− 1)

(iv) 2β − 2 < β − 2. (since β < 0)
(3) aR = R

8
.

We want to ensure aR ∈ W s−2,p
δ−2 . Note that h is an AF metric of class W s,p

δ and R
involves the second derivatives of h, so R ∈ W s−2,p

δ−2 . We do not need to impose
any extra restrictions for this one.

(4) aρ = κρ/4.
Clearly aρ ∈ W s−2,p

β−2 iff ρ ∈ W s−2,p
β−2 .
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(5) aW = [σab + (LW )ab][σ
ab + (LW )ab]/8.

We want to ensure that aW ∈ W s−2,p
β−2 . Note that LW,σ ∈ W e−1,q

β−1 and by our
restrictions on e, W e−1,q

β−1 ×W
e−1,q
β−1 ↪→ W e−1,q

2β−2 and W e−1,q
2β−2 ↪→ W s−2,p

β−2 . Thus, we
have aW = 1

8
|σ + LW |2 ∈ W e−1,q

2β−2 ↪→ W s−2,p
β−2 .

We are finally in a position to give a well-defined weak formulation of the Einstein
constraint equations on AF manifolds with rough data, through the use of Framework 1.
(In Appendix F, we show how Framework 2 leads to an alternative weak formulation,
leading to slightly different existence results.)

Weak Formulation 1. Let (M,h) be a 3-dimensional AF Riemannian manifold of class
W s,p
δ where p ∈ (1,∞), β, δ < 0 and s ∈ (1 + 3

p
,∞). Select q and e to satisfy

1

q
∈ (0, 1) ∩ (0,

s− 1

3
) ∩ [

3− p
3p

,
3 + p

3p
],

e ∈ (1 +
3

q
,∞) ∩ [s− 1, s] ∩ [

3

q
+ s− 3

p
− 1,

3

q
+ s− 3

p
].

Let q = p if e = s 6∈ N0. Fix source functions:

τ ∈ W e−1,q
β−1 , σ ∈ W e−1,q

β−1 , ρ ∈ W s−2,p
β−2 (ρ ≥ 0), J ∈ We−2,q

β−2 .

Let η = max{β, δ}. Define f : W s,p
δ ×We,q

β → W s−2,p
η−2 and f : W s,p

δ → We−2,q
β−2 by

f(ψ,W ) = aR(ψ + µ) + aτ (ψ + µ)5 − aW (ψ + µ)−7 − aρ(ψ + µ)−3,

f(ψ) = bτ (ψ + µ)6 + bJ .

Find (ψ,W ) ∈ W s,p
δ ×We,q

β such that

ALψ + f(ψ,W ) = 0, (3.3)

ALW + f(ψ) = 0. (3.4)

Remark 3.2. We make the following observations regarding Weak Formulation 1.
◦ Since s ≥ 1, the condition e > 1 implies e > 2 − s. Therefore, we did not explicitly

state the condition e > 2− s in the above formulation.
◦ The condition e > 3

q
+1 together with s > 3

p
imply that e > −s+ 3

p
−1+ 3

q
. Therefore,

we did not explicitly state the condition e > −s+ 3
p
−1+ 3

q
in the above formulation.

◦ For (1 + 3
q
,∞) ∩ [s − 1, s] to be nonempty we need to have 1 + 3

q
< s. This is why

we have 1
q
∈ (0, s−1

3
) in the weak formulation.

◦ For (1 + 3
q
,∞)∩ [3

q
+ s− 3

p
− 1, 3

q
+ s− 3

p
] to be nonempty we need to have 1 + 3

q
<

3
q

+ s− 3
p
. That is, s > 1 + 3

p
(therefore, we did not need to explicitly state s ≥ 1).

◦ For [s− 1, s] ∩ [3
q

+ s− 3
p
− 1, 3

q
+ s− 3

p
] to be nonempty we need to have 1

p
− 1

3
≤

1
q
≤ 1

p
+ 1

3
. That is, 1

q
∈ [3−p

3p
, 3+p

3p
].

Remark 3.3. Our analysis in this paper is based on the weak formulation described
above. In some of the theorems that follow, for the claimed estimates to be true in the
case e ≤ 2 we will need to restrict the admissible space of τ . In those cases we will
assume τ ∈ W 1,z

β−1 where z = 3q
3+(2−e)q . We note that z has been chosen in this form to

ensure that W 1,z
β−1 ↪→ W e−1,q

β−1 (and so Lzβ−2 ↪→ W e−2,q
β−2 ). Indeed, by Theorem A.16, for

W 1,z
β−1 ↪→ W e−1,q

β−1 to hold true we need to have (the numbering follows the assumptions
in Theorem A.16):
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(i) z ≤ q,
(ii) 1 ≥ e− 1, (true for e ≤ 2)

(iii) 1− 3
z
≥ e− 1− 3

q
.

Now note that if we set z = 3q
(2−e)q+3

, then the first condition and the third condition are
both satisfied (for e ≤ 2):

z ≤ q ⇔ 3q

(2− e)q + 3
≤ q ⇔ 3

(2− e)q + 3
≤ 1⇔ 2− e ≥ 0,

1− 3

z
≥ e− 1− 3

q
⇔ 3

z
≤ (2− e) +

3

q
⇔ z ≥ 3q

(2− e)q + 3
.

4. RESULTS FOR THE MOMENTUM CONSTRAINT

We now develop the main results will need for the momentum constraint operator on
AF manifolds with rough data.

Theorem 4.1. Let (M,h) be a 3-dimensional, smooth, AF Riemannian manifold of class
W s,p
δ with p ∈ (1,∞), δ < 0 and s ∈ (3

p
,∞) ∩ (1,∞). Select q, e to satisfy:

q ∈ (1,∞), e ∈ (2− s, s] ∩ (−s+
3

p
− 1 +

3

q
, s− 3

p
+

3

q
]. (4.1)

In case e = s 6∈ N0, assume q = p. In case e = s ∈ N0, p > 2, q < 2, assume e > 3
q
− 1

2
.

In case e = s − 3
p

+ 3
q
, p < 2, q > 2 assume e > 1

2
. Suppose β ∈ (−1, 0) and bJ and

bτ and ψ are such that f(ψ) ∈ W e−2,q
β−2 (in particular, we know that if we fix the source

terms bJ and bτ in We−2,q
β−2 and ψ ∈ W s,p

δ then f(ψ) ∈ We−2,q
β−2 ). ThenAL : We,q

β → We−2,q
β−2

is Fredholm of index zero. Moreover if h has no nontrivial conformal Killing fields, then
the momentum constraint ALW + f(ψ) = 0 has a unique solution W ∈ We,q

β with

‖W‖We,q
β
≤ C‖f(ψ)‖We−2,q

β−2
,

where C > 0 is a constant.

Remark 4.2. In the above theorem the ranges for e and q are chosen so that the momen-
tum constraint is well-defined. Also note that for (2− s, s] to be a nonempty interval we
had to assume that s is strictly larger than 1.

Remark 4.3. There are important cases where the assumption that “h has no nontrivial
conformal Killing fields” is automatically satisfied. For instance in [41] it is proved that
if (M,h) is AF of class W s,2

δ with s > 3
2

(and of course δ < 0) and if X ∈ W s,2
ρ with

ρ < 0 is a conformal Killing field, then X vanishes identically. We do not pursue this
issue here, but interested readers may find more information in [41] and [40].

Proof. (Theorem 4.1) The proof will involve three main steps.

• Step 1: Establish that AL is Fredholm of index zero.
AL is of class Ds,p

2,δ . Therefore by Proposition B.7, AL : We,q
β → We−2,q

β−2 is semi-
Fredholm (this is exactly why it is assumed β ∈ (−1, 0)). On the other hand, vector
Laplacian of the rough metric can be approximated by the vector Laplacian of smooth
metrics and it is well known that vector Laplacian of a smooth metric is Fredholm of
index zero. Therefore since the index of a semi-Fredholm map is locally constant, it
follows that AL : We,q

β →We−2,q
β−2 is Fredholm with index 0.
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• Step 2: Show that if KerL = {0}, then KerAL = {0}.
The proof of this step involves considering six distinct cases. In each case, we

denote the operator AL acting on We,q
β by (AL)e,q,β . In order to best organize these

arguments for these six cases, we make the following definitions:

nice triple: A triple (e, q, β) where −1 < β < 0 and e, q satisfy (4.1).
super nice triple: A nice triple (e, q, β) where e 6= s and e 6= s− 3

p
+ 3

q
.

We now make three observations about relationships between these definitions.

◦ Observation 1: For any −1 < β < 0, (e = 1, q = 2, β) is super nice and
(e = s, q = p, β) is nice. Indeed,

1 ∈ (2− s, s), (since s > 1)
1 > −s+ 3

p
− 1 + 3

2
, (since s > 3

p
)

1 < s− 3
p

+ 3
2
, (since s > 3

p
)

s ∈ (2− s, s], (trivially true; note s > 1)
s > −s+ 3

p
− 1 + 3

p
, (since s > 3

p
)

s ≤ s− 3
p

+ 3
p
. (trivially true)

◦ Observation 2: If (e, q, β) is super nice, then (2 − e, q′,−1 − β) is also super
nice. Indeed,

q ∈ (1,∞)⇒ q′ ∈ (1,∞),
β ∈ (−1, 0)⇒ −1− β ∈ (−1, 0),
e ∈ (2− s, s)⇒ 2− e ∈ (2− s, s),
e < s− 3

p
+ 3

q
⇒ 2− e > 2− s+ 3

p
− 3

q
= −s+ 3

p
− 1 + 3

q′
,

e > −s+ 3
p
− 1 + 3

q
⇒ 2− e < 2 + s− 3

p
+ 1− 3

q
= s− 3

p
+ 3

q′
.

◦ Observation 3: Suppose (e1, q1, β1) and (e2, q2, β2) are nice triples. If we have
We2,q2

β2
↪→We1,q1

β1
, then (AL)e2,q2,β2 is the restriction of (AL)e1,q1,β1 to We2,q2

β2
and

so Ker(AL)e2,q2,β2 ⊆ Ker(AL)e1,q1,β1 . In particular, if Ker(AL)e1,q1,β1 = {0}
holds, then Ker(AL)e2,q2,β2 = {0}.

Now let (e, q, β) be a nice triple. We consider now the following six cases:

◦ Case 1: e = 1, q = 2

In order to prove the claim first we show that if β′ ∈ (−1, −1
2

) then

∀X, Y ∈W1,2
β′ 〈ALX, Y 〉(M,h) =

1

2
〈LX,LY 〉L2 .

First let us ensure that both sides are well-defined. Note that AL : W1,2
β′ →

W−1,2
β′−2 and so ALX ∈ W−1,2

β′−2. According to our discussion on duality pairing
in Appendix B, we know that the duality pairing of W−1,2

β′−2 and W1,2
−1−β′ is well-

defined. So for the LHS to be well-defined, we just need to ensure that Y ∈
W1,2
−1−β′ , that is we need to have W1,2

β′ ↪→W1,2
−1−β′ . But clearly this is true because

by assumption β′ < −1
2

. Also note that LX,LY ∈ L2
β′−1; since β′ − 1 < −3

2
, by

Remark A.1 we have L2
β′−1 ↪→ L2 and so the RHS makes sense. Now, it is well

known that the claimed equality holds true for X, Y ∈ C∞c and so by density it
holds true for X, Y ∈W1,2

β′ .
Let X ∈ Ker(AL)e=1,q=2,β . Since (e = 1, q = 2, β) is a nice triple, by Lemma
B.9 there exists β′ ∈ (−1, −1

2
) such thatX ∈W1,2

β′ . So by what was proved above



16 A. BEHZADAN AND M. HOLST

we can conclude that 〈LX,LX〉L2 = 0 which implies that X is a conformal
Killing field and so X = 0.

◦ Case 2: e 6= 1, q = 2

If e > 1, then We,q
β ↪→ W1,q

β and hence the claim follows from Observation
3. Suppose e < 1. So in particular e 6= s and e 6= s − 3

p
+ 3

2
(because both

s and s − 3
p

+ 3
2

are larger than 1) and therefore (e, q = 2, β) is super nice.
Consequently (2 − e, q′ = 2,−1 − β) is also super nice. Since 2 − e > 1 we
know that Ker(AL)2−e,q′=2,−1−β = {0}. But AL is formally self adjoint and
so Ker((AL)e,q=2,β)∗ = Ker(AL)2−e,q′=2,−1−β = {0}. Finally (AL)e,q=2,β is
Fredholm of index zero, so Ker(AL)e,q=2,β = {0}.

◦ Case 3: (p ≤ 2, q < 2) or (e > 3
q
− 1

2
, q < 2)

It is enough to show that there exists ẽ such that We,q
β ↪→ Wẽ,2

β where (ẽ, 2, β) is
nice. That is, we need to find ẽ that satisfies

e ≥ ẽ,

e− 3

q
≥ ẽ− 3

2
(⇔ ẽ ≤ e+

3

2
− 3

q
),

ẽ ∈ (2− s, s],

ẽ ∈ (−s+
3

p
− 1 +

3

2
, s− 3

p
+

3

2
].

Since 3
q
> 3

2
, the second condition is stronger than the first condition. Also s > 3

p

so (−s+ 3
p

+ 1
2
, s− 3

p
+ 3

2
] is nonempty. Now note that

If p ≤ 2 then (−s+
3

p
− 1 +

3

2
, s− 3

p
+

3

2
] ⊆ (2− s, s],

If p > 2 then (2− s, s] ⊆ (−s+
3

p
− 1 +

3

2
, s− 3

p
+

3

2
].

Therefore in order to ensure such an ẽ exists it is enough to have

2− s < e+
3

2
− 3

q
, −s+

3

p
+

1

2
< e+

3

2
− 3

q
.

The second inequality is true because (e, q, β) is a nice triple. Now if p ≤ 2, then

e > −s+
3

p
− 1 +

3

q
≥ −s+

3

q
+

1

2
,

so the first inequality also holds true. Moreover, for all values of p, if e > 3
q
− 1

2
,

then the first inequality holds true (note that s > 1).

◦ Case 4: (p ≥ 2, q > 2) or (e > 1
2
, q > 2)

Let β′ ∈ (β, 0). By Theorem A.17, We,q
β ↪→ We,2

β′ . So it is enough to show
that under the assumption of this case, (e, 2, β′) is a nice triple. Since (e, q, β)
is nice, we know e ∈ (2 − s, s]. Therefore we just need to check that e ∈
(−s+ 3

p
− 1 + 3

2
, s− 3

p
+ 3

2
].

q > 2⇒ 3

q
<

3

2
⇒ e ≤ s− 3

p
+

3

q
< s− 3

p
+

3

2
.
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Also if p ≥ 2, then −s + 3
p

+ 1
2
≤ −s + 2 < e. Moreover, for all values of p, if

e > 1
2
, then e > −s+ 3

p
+ 1

2
.

◦ Case 5: p < 2, q > 2

First note that e cannot be equal to s. Otherwise we would have s = e ≤ s− 3
p
+ 3

q

and so p ≥ q which contradicts the assumption of this case.
If e = s − 3

p
+ 3

q
, then the claim follows from case 4 (because by assumption

e > 1
2
). So WLOG we can assume that (e, q > 2, β) is a super nice triple. This

implies that (2−e, q′ < 2,−1−β) is also a super nice triple. Since q′ < 2 by what
was proved in case 3, Ker(AL)2−e,q′,−1−β = {0}. So by an argument exactly the
same as the one given in case 2 we can conclude that Ker(AL)e,q,β = {0}.

◦ Case 6: p > 2, q < 2

First note that e cannot be equal to s− 3
p
+ 3
q
. Otherwise we would have s− 3

p
+ 3
q

=
e ≤ s and so p ≤ q which contradicts the assumption of this case.
If e = s ∈ N0, then the claim follows from case 3 (because by assumption
e > 3

q
− 1

2
). So WLOG we can assume (e, q < 2, β) is a super nice triple.

Therefore (2−e, q′ > 2,−1−β) is also a super nice triple. Since q′ > 2 by what
was proved in case 4, Ker(AL)2−e,q′,−1−β = {0}. So by an argument exactly the
same as the one given in case 2 we can conclude that Ker(AL)e,q,β = {0}.

• Step 3: Show that if KerAL = {0}, then AL is an isomorphism.
By the previous steps we know that AL is Fredholm of index zero and also it is

injective. It follows that AL is a bijective continuous operator and so according to
the open mapping theorem it is an isomorphism. In particular (AL)−1 is continuous
and so ‖W‖We,q

β
≤ C‖f(ψ)‖We−2,q

β−2
.

�

Corollary 4.4. Let the following assumptions hold:
• (M,h) is a 3-dimensional, smooth, AF Riemannian manifold of class W s,p

δ .
• p ∈ (1,∞), s ∈ (1 + 3

p
,∞), δ < 0.

• q ∈ (3,∞), e ∈ (1, s] ∩ (1 + 3
q
, s− 3

p
+ 3

q
] ∩ (1, 2]. (q = p if e = s 6∈ N0)

• −1 < β < 0, z = 3q
3+(2−e)q , bτ ∈ Lzβ−2.

• h has no conformal Killing fields.
• W ∈ We,q

β uniquely solves the momentum constraint with source ψ ∈ W s,p
δ .

Then:

‖LW‖L∞β−1
� ‖bτ (µ+ ψ)6‖Lzβ−2

+ ‖bJ‖We−2,q
β−2
� (µ+ ‖ψ‖L∞δ )6‖bτ‖Lzβ−2

+ ‖bJ‖We−2,q
β−2

.

Moreover, ‖W‖We,q
β

can be bounded by the same expressions. The implicit constants in
the above inequalities do not depend on µ, W , or ψ.

Remark 4.5. In this theorem, the restrictions on e and q serve the following purposes:
◦ Lzβ−2 ↪→ W e−2,q

β−2 . (note that e ≤ 2)
◦ AL : We,q

β → We−2,q
β−2 is well-defined.

◦ e > 1 + 3
q

and so W e,q
β ↪→ L∞β and also W e−1,q

β−1 ↪→ L∞β−1.
Also note that
◦ If e > 1 + 3

q
then e > −s+ 3

p
− 1 + 3

q
is automatically satisfied.
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◦ For (1 + 3
q
, s− 3

p
+ 3

q
] to be nonempty we must have s > 1 + 3

p
.

◦ If s > 1 then e > 2− s follows from e > 1.
◦ 2 ≥ e > 1 + 3

q
and so we must have q > 3.

Proof. (Corollary 4.4) First note that e > 1 + 3
q

and so W e,q
β ↪→ L∞β and also W e−1,q

β−1 ↪→
L∞β−1. That is, W e,q

β ↪→ W 1,∞
β . Also L : W 1,∞

β → L∞β−1 is continuous (L is a differential
operator of order 1) and so we have

‖LW‖L∞β−1
� ‖W‖W1,∞

β
� ‖W‖We,q

β
� ‖f(ψ)‖We−2,q

β−2

= ‖bτ (µ+ ψ)6 + bJ‖We−2,q
β−2
≤ ‖bτ (µ+ ψ)6‖We−2,q

β−2
+ ‖bJ‖We−2,q

β−2

� ‖bτ (µ+ ψ)6‖Lzβ−2
+ ‖bJ‖We−2,q

β−2
(note that Lzβ−2 ↪→ W e−2,q

β−2 )

Now note that

‖bτ (µ+ ψ)6‖Lzβ−2
= ‖bτ

6∑
k=0

(
6

k

)
µ6−kψk‖Lzβ−2

≤
6∑

k=0

(
6

k

)
µ6−k‖bτψk‖Lzβ−2

�
6∑

k=0

(
6

k

)
µ6−k‖bτψk‖Lzβ+δ−2

�
6∑

k=0

(
6

k

)
µ6−k‖ψk‖L∞δ ‖bτ‖Lzβ−2

(note that L∞δ × Lzβ−2 ↪→ Lzβ+δ−2)

�
6∑

k=0

(
6

k

)
µ6−k‖ψ‖kL∞δ ‖bτ‖Lzβ−2

(note that L∞δ × L∞δ ↪→ L∞2δ ↪→ L∞δ )

= (µ+ ‖ψ‖L∞δ )6‖bτ‖Lzβ−2
.

Hence

‖LW‖L∞β−1
� ‖W‖We,q

β

� ‖bτ (µ+ ψ)6‖Lzβ−2
+ ‖bJ‖We−2,q

β−2

� (µ+ ‖ψ‖L∞δ )6‖bτ‖Lzβ−2
+ ‖bJ‖We−2,q

β−2
.

�

Lemma 4.6. All the assumptions in corollary 4.4 hold. In particular, W is the solution
to the momentum constraint with source ψ. Then

aW � r2β−2(k1‖µ+ ψ‖12
∞ + k2)

where
(1) r = (1 + |x|2)

1
2 and |x| is the geodesic distance from a fixed point O in the

compact core (see Remark A.9),
(2) k1 = ‖bτ‖2

Lzβ−2
, k2 = ‖σ‖2

L∞β−1
+ ‖bJ‖2

We−2,q
β−2

.

The implicit constant in the above inequality does not depend on µ, W or ψ.

Proof. (Lemma 4.6) By Corollary 4.4 we have

‖LW‖L∞β−1
� ‖bτ (µ+ ψ)6‖Lzβ−2

+ ‖bJ‖We−2,q
β−2

≤ ‖bτ‖Lzβ−2
‖µ+ ψ‖6

∞ + ‖bJ‖We−2,q
β−2

, (here we used Remark A.1)
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and considering Remark A.5 we get the following pointwise bound for LW :

|LW | � rβ−1(‖bτ‖Lzβ−2
‖µ+ ψ‖6

∞ + ‖bJ‖We−2,q
β−2

).

Note that LW has a continuous version and so the above inequality holds everywhere
(not just “almost everywhere”). Now we can write

aW =
1

8
|σ + LW |2 � |σ|2 + |LW |2

� r2β−2‖σ‖2
L∞β−1

+ |LW |2

(here we used Remark A.5; note σ ∈ W e−1,q
β−1 ↪→ C0

β−1 ↪→ L∞β−1)

� r2β−2‖σ‖2
L∞β−1

+ r2β−2
(
‖bτ‖Lzβ−2

‖µ+ ψ‖6
∞ + ‖bJ‖We−2,q

β−2

)2

� r2β−2(k1‖µ+ ψ‖12
∞ + k2).

�

Remark 4.7. We make the following important remark concerning notation. Consider
the space Wα,γ

δ (M) where αγ > 3. An order on Wα,γ
δ (M) can be defined as follows:

the functions χ1, χ2 ∈ Wα,γ
δ (M) satisfy χ2 ≥ χ1 if and only if the continuous versions

of χ1, χ2 satisfy χ2(x) ≥ χ1(x) for all x ∈ M (clearly this definition agrees with the
one that is described in Remark B.4). Equipped with this order, Wα,γ

δ (M) becomes an
ordered Banach space. By the interval [χ1, χ2]α,γ,δ we mean the set of all functions
χ ∈ Wα,γ

δ (M) such that χ1 ≤ χ ≤ χ2.

Lemma 4.8. Let the following assumptions hold:

• All the assumptions in corollary 4.4 hold.
• s̃ ∈ (3

p
, s] and δ̃ ∈ [δ, 0) are such that W e−2,q

β−2 ×W
s̃,p

δ̃
↪→ W e−2,q

β+δ̃−2
↪→ W e−2,q

β−2 .
For example, using multiplication lemma, one can easily check that for s̃ = s
and δ̃ = δ these inclusions hold true.
• ψ−, ψ+ ∈ W s,p

δ , ψ+ ≥ ψ− > −µ, ψ1, ψ2 ∈ [ψ−, ψ+]s̃,p,δ̃.
• W1 and W2 are solutions to the momentum constraint corresponding to ψ1 and
ψ2, respectively.

Then:

‖W1 −W2‖e,q,β �
(
1 + max{‖ψ−‖L∞

δ̃
, ‖ψ+‖L∞

δ̃
}
)5‖bτ‖Lzβ−2

‖ψ2 − ψ1‖s̃,p,δ̃.

The implicit constant in the above inequality depends on µ but it is independent of
ψ1, ψ2,W1,W2.



20 A. BEHZADAN AND M. HOLST

Proof. (Lemma 4.8) The momentum equation is linear and so W1 −W2 is the solution
to the momentum constraint with right hand side f(ψ1)− f(ψ2).

‖W1 −W2‖e,q,β � ‖f(ψ1)− f(ψ2)‖e−2,q,β−2 = ‖bτ [(µ+ ψ1)6 − (µ+ ψ2)6]‖e−2,q,β−2

= ‖bτ
5∑
j=0

(µ+ ψ2)j(µ+ ψ1)5−j(ψ2 − ψ1)‖e−2,q,β−2

≤
5∑
j=0

‖bτ (µ+ ψ2)j(µ+ ψ1)5−j(ψ2 − ψ1)‖e−2,q,β−2

�
5∑
j=0

‖bτ (µ+ ψ2)j(µ+ ψ1)5−j‖e−2,q,β−2‖(ψ2 − ψ1)‖s̃,p,δ̃

(by assumption W e−2,q
β−2 ×W

s̃,p

δ̃
↪→ W e−2,q

β−2 )

�
5∑
j=0

‖bτ (µ+ ψ2)j(µ+ ψ1)5−j‖Lzβ−2
‖(ψ2 − ψ1)‖s̃,p,δ̃

(using Lzβ−2 ↪→ W e−2,q
β−2 )

�
5∑
j=0

‖bτ
j∑

m=0

(
j

m

)
ψm2

5−j∑
l=0

(
5− j
l

)
ψl1‖Lzβ−2

‖(ψ2 − ψ1)‖s̃,p,δ̃

≤
5∑
j=0

j∑
m=0

5−j∑
l=0

(
j

m

)(
5− j
l

)
‖bτψm2 ψl1‖Lzβ−2

‖(ψ2 − ψ1)‖s̃,p,δ̃

≤
5∑
j=0

j∑
m=0

5−j∑
l=0

(
j

m

)(
5− j
l

)
‖bτψm2 ψl1‖Lz

β+2δ̃−2
‖(ψ2 − ψ1)‖s̃,p,δ̃

(since δ̃ < 0)

�
5∑
j=0

j∑
m=0

5−j∑
l=0

(
j

m

)(
5− j
l

)
‖bτ‖Lzβ−2

‖ψm2 ‖L∞
δ̃
‖ψl1‖L∞

δ̃
‖(ψ2 − ψ1)‖s̃,p,δ̃

(using W s̃,p

δ̃
↪→ L∞

δ̃
, L∞

δ̃
× Lzβ−2 ↪→ Lz

β+δ̃−2
)

≤
5∑
j=0

j∑
m=0

5−j∑
l=0

(
j

m

)(
5− j
l

)
‖bτ‖Lzβ−2

‖ψ2‖mL∞
δ̃
‖ψ1‖lL∞

δ̃
‖(ψ2 − ψ1)‖s̃,p,δ̃

(due to L∞
δ̃
× L∞

δ̃
↪→ L∞

2δ̃
↪→ L∞

δ̃
)

=
5∑
j=0

‖bτ‖Lzβ−2
(1 + ‖ψ2‖L∞

δ̃
)j(1 + ‖ψ1‖L∞

δ̃
)5−j‖(ψ2 − ψ1)‖s̃,p,δ̃

≤
5∑
j=0

‖bτ‖Lzβ−2
(1 + max{‖ψ−‖L∞

δ̃
, ‖ψ+‖L∞

δ̃
})5‖(ψ2 − ψ1)‖s̃,p,δ̃

= 6(1 + max{‖ψ−‖L∞
δ̃
, ‖ψ+‖L∞

δ̃
})5‖bτ‖Lzβ−2

‖(ψ2 − ψ1)‖s̃,p,δ̃,

where we have used (|ψi| ≤ max{|ψ+|, |ψ−|}, so that ‖ψi‖L∞
δ̃
≤ max{‖ψ−‖L∞

δ̃
, ‖ψ+‖L∞

δ̃
}).
�
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5. RESULTS FOR THE HAMILTONIAN CONSTRAINT

We now develop the main results will need for the Hamiltonian constraint on AF man-
ifolds with rough data. We study primarily the “shifted” Hamiltonian constraint; the rea-
son for introducing a shift (the function as in the following lemma) is briefly discussed
in Remark 5.5.

Lemma 5.1. Let the following assumptions hold:

• (M,h) is a 3-dimensional, smooth, AF Riemannian manifold of class W s,p
δ .

• p ∈ (3
2
,∞), s ∈ (3

p
,∞) ∩ [1, 3].

• β < 0, −1 < δ < 0, and η = max{δ, β}.
• aτ , aρ, aW ∈ W s−2,p

β−2 , aR ∈ W s−2,p
δ−2 .

• a0 ∈ W s−2,p
η−2 , a0 6= 0, and a0 ≥ 0 (see Remark B.4).

• s̃ ∈ (3
p
, s] ∩ [1, 1 + 3

p
), δ ≤ δ̃ < 0.

• t ∈ (3
p
, s̃] ∩ [1, 1 + 3

p
), δ̃ ≤ γ < 0.

• ψ−, ψ+ ∈ W s̃,p

δ̃
and −µ < ψ− ≤ ψ+.

• V ∈ W s̃,p
loc , V > 0 is such that aWV ∈ W s−2,p

η−2 , and
‖aWV ‖s−2,p,η−2 � C(ψ+, ψ−)‖aW‖s−2,p,η−2 where C(ψ+, ψ−) is a constant in-
dependent of V .
• as = a0 + aWV ∈ W s−2,p

η−2 .
• AshiftedL : W s,p

δ → W s−2,p
η−2 is defined by AshiftedL ψ = ALψ + asψ.

• fshiftedW : [ψ−, ψ+]s̃,p,δ̃ → W s−2,p
η−2 is defined by fshiftedW (ψ) = fW (ψ)− asψ where

fW (ψ) = aτ (µ+ ψ)5 + aR(µ+ ψ)− aρ(µ+ ψ)−3 − aW (µ+ ψ)−7.

Then:

(1) Suppose AshiftedL : W s,p
δ → W s−2,p

η−2 is an isomorphism. If we define T shifted :

[ψ−, ψ+]s̃,p,δ̃ ×W
s−2,p
β−2 → W s,p

δ by T shifted(ψ, aW ) = −(AshiftedL )−1fshiftedW (ψ),
then T shifted is continuous in both arguments and moreover

‖T shifted(ψ, aW )‖s,p,δ � (1 + ‖aW‖s−2,p,η−2)(1 + ‖ψ‖t,p,γ).

The implicit constant in the above inequality depends on µ but it is independent
of ψ and aW .

(2) If β ≤ δ, (that is if η = δ), then AshiftedL : W s,p
δ → W s−2,p

η−2 is an isomorphism.

Proof. (Lemma 5.1) The proof will involve six main steps.

• Step 1: We first check that the assumptions actually make sense. To this end, we
need to check that both AshiftedL and fshiftedW (ψ) are well-defined.

We first verify that AshiftedL is well-defined, that is it sends elements of W s,p
δ to

elements in W s−2,p
η−2 . Since we know this is true for AL, we just need to show that if

ψ ∈ W s,p
δ ↪→ W t,p

γ then asψ ∈ W s−2,p
η−2 (note that as ∈ W s−2,p

η−2 ). To this end we use
the multiplication lemma (Lemma A.24) to prove that W s−2,p

η−2 × W t,p
γ ↪→ W s−2,p

η−2 .
To use the lemma, we need the following conditions (the numbering follows the
numbering in Lemma A.24):
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(i) s− 2 ≥ s− 2, (trivially true)
t ≥ s− 2, (since t ≥ 1 ≥ s− 2)

(ii) s− 2 + t ≥ 0, (since s− 2 ≥ −1, t ≥ 1)
(iii) (s− 2)− (s− 2) ≥ 3(1

p
− 1

p
), (trivially true)

t− (s− 2) ≥ 3(1
p
− 1

p
), (since t ≥ 1 ≥ s− 2)

(iv) (s− 2) + t− (s− 2) > 3(1
p

+ 1
p
− 1

p
), (since t > 3

p
)

(v) Case s− 2 < 0: (s− 2) + t > 3(1
p

+ 1
p
− 1),

where the last case holds since (s− 2) + t > 3
p
− 2 + 3

p
> 3(1

p
+ 1

p
− 1). Therefore,

we can conclude that W s−2,p
η−2 ×W t,p

γ ↪→ W s−2,p
γ+η−2 ↪→ W s−2,p

η−2 .

We now confirm that fshiftedW (ψ) is well-defined. To this end, we just need to show
fW sends W s̃,p

δ̃
to W s−2,p

η−2 . Note that in previous sections by using Lemma A.28 we
showed that fW sends W s,p

δ to W s−2,p
η−2 . By the same argument the above claim can be

proved.

• Step 2: As a direct consequence of Lemma A.28 and the multiplication lemma,
fshiftedW is a continuous function from W s̃,p

δ̃
to W s−2,p

η−2 (note that aW , aτ , aR, aρ are
fixed). The continuity of aW → fW (ψ) for a fixed ψ ∈ W s̃,p

δ̃
also follows from

Lemma A.28.

• Step 3: According to Step 2 and the assumption that AshiftedL is an isomorphism,
T shifted is a composition of continuous maps with respect to each of its arguments.
Therefore T shifted is continuous in both arguments.

• Step 4: Let θ = 1
p
− t−1

3
; note that by assumption t < 1 + 3

p
and so θ > 0. We claim

that 1
p
∈ ( s−1

2
θ, 1− 3−s

2
θ). Indeed, 1

p
< 1− 3−s

2
θ because

t >
3

p
⇒ θ =

1

3
+

1

p
− t

3
<

1

3
,

s ≥ 1⇒ 3− s
2
≤ 1⇒ 1− 3− s

2
θ > 1− θ > 2

3
.

Consequently, since p > 3
2
, we have 1

p
< 2

3
< 1 − 3−s

2
θ. It remains to show that

1
p
> s−1

2
θ. Note that

s− 1

2
θ =

s− 1

2
(
1

p
− t− 1

3
) =

s− 1

2p
− (s− 1)(t− 1)

6
,

and so
1

p
>
s− 1

2
θ ⇔ (s− 1)(t− 1)

6
>
s− 1

2p
− 1

p
=
s− 3

2p
.

The latter inequality is obviously true: if s = 1 then LHS is zero but RHS is negative.
If s > 1 then LHS is positive but RHS is less than or equal to zero (recall that by
assumption s ≤ 3).

• Step 5: Since s− 2 ∈ [−1, 1] and 1
p
∈ ( s−1

2
θ, 1− 3−s

2
θ), we may use Lemma A.31 to

estimate ‖fshiftedW (ψ)‖s−2,p,η−2. (Lemma A.31 is used for estimating similar quantities
in later arguments as well, so we give the justification for use of Lemma A.31 as
Remark 5.2 following this proof.)
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For all ψ ∈ [ψ−, ψ+]s̃,p,δ̃ we have (note that W s̃,p

δ̃
↪→ W t,p

γ so ψ ∈ W t,p
γ )

‖fshiftedW (ψ)‖s−2,p,η−2

= ‖aτ (µ+ ψ)5 + aR(µ+ ψ)− aρ(µ+ ψ)−3 − aW (µ+ ψ)−7 − asψ‖s−2,p,η−2

≤ ‖aτ (µ+ ψ)5‖s−2,p,η−2 + ‖aR(µ+ ψ)‖s−2,p,η−2 + ‖aρ(µ+ ψ)−3‖s−2,p,η−2

+ ‖aW (µ+ ψ)−7‖s−2,p,η−2 + ‖asψ‖s−2,p,η−2

� ‖aτ‖s−2,p,η−2(‖(µ+ ψ)5‖L∞ + ‖5(µ+ ψ)4‖L∞‖ψ‖t,p,γ)
+ ‖aR‖s−2,p,η−2(‖µ+ ψ‖L∞ + ‖1‖L∞‖ψ‖t,p,γ)
+ ‖a0ψ‖s−2,p,η−2 + ‖aWV ψ‖s−2,p,η−2

+ ‖aρ‖s−2,p,η−2(‖(µ+ ψ)−3‖L∞ + ‖ − 3(µ+ ψ)−4‖L∞‖ψ‖t,p,γ)
+ ‖aW‖s−2,p,η−2(‖(µ+ ψ)−7‖L∞ + ‖ − 7(µ+ ψ)−8‖L∞‖ψ‖t,p,γ)
� ‖aτ‖s−2,p,η−2(‖(µ+ ψ)4‖L∞‖µ+ ψ‖L∞ + ‖5(µ+ ψ)4‖L∞‖ψ‖t,p,γ)

+ ‖aR‖s−2,p,η−2(‖µ+ ψ‖L∞ + ‖ψ‖t,p,γ)
+ ‖a0‖s−2,p,η−2‖ψ‖t,p,γ + ‖aWV ‖s−2,p,η−2‖ψ‖t,p,γ

(note that aWV ∈ W s−2,p
η−2 , W s−2,p

η−2 ×W t,p
γ ↪→ W s−2,p

η−2 )

+ ‖aρ‖s−2,p,η−2(‖(µ+ ψ)−4‖L∞‖µ+ ψ‖L∞ + ‖ − 3(µ+ ψ)−4‖L∞‖ψ‖t,p,γ)
+ ‖aW‖s−2,p,η−2(‖(µ+ ψ)−8‖L∞‖µ+ ψ‖L∞ + ‖ − 7(µ+ ψ)−8‖L∞‖ψ‖t,p,γ).

Now note that W t,p
γ ↪→ L∞γ ↪→ L∞, so

‖µ+ ψ‖L∞ ≤ µ+ ‖ψ‖L∞ � µ+ ‖ψ‖t,p,γ � 1 + ‖ψ‖t,p,γ.

Hence

‖fshiftedW (ψ)‖s−2,p,η−2 �‖aτ‖s−2,p,η−2‖(µ+ ψ)4‖L∞(1 + ‖ψ‖t,p,γ)
+ ‖aR‖s−2,p,η−2(1 + ‖ψ‖t,p,γ)
+ ‖a0‖s−2,p,η−2(1 + ‖ψ‖t,p,γ)
+ ‖aW‖s−2,p,η−2C(ψ+, ψ−)(1 + ‖ψ‖t,p,γ)
+ ‖aρ‖s−2,p,η−2‖(µ+ ψ)−4‖L∞(1 + ‖ψ‖t,p,γ)
+ ‖aW‖s−2,p,η−2‖(µ+ ψ)−8‖L∞(1 + ‖ψ‖t,p,γ).

Consequently

‖fshiftedW (ψ)‖s−2,p,η−2

�
[
‖aτ‖s−2,p,η−2‖(µ+ ψ+)4‖L∞ + ‖aR‖s−2,p,η−2

+ ‖aρ‖s−2,p,η−2‖(µ+ ψ−)−4‖L∞ + ‖a0‖s−2,p,η−2

+ ‖aW‖s−2,p,η−2(‖(µ+ ψ−)−8‖L∞ + C(ψ+, ψ−))
]
(1 + ‖ψ‖t,p,γ)

� [1 + ‖aW‖s−2,p,η−2](1 + ‖ψ‖t,p,γ).
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Finally note that by assumption (AshiftedL )−1 : W s−2,p
η−2 → W s,p

δ is continuous and
therefore

‖T shifted(ψ, aW )‖s,p,δ = ‖ − (AshiftedL )−1fshiftedW (ψ)‖s,p,δ
� ‖fshiftedW (ψ)‖s−2,p,η−2

� [1 + ‖aW‖s−2,p,η−2](1 + ‖ψ‖t,p,γ).
• Step 6: In this step we prove the second claim. By the last item in Lemma B.12,
AL : W s,p

δ → W s−2,p
δ−2 is Fredholm of index zero. By Lemma B.13, AshiftedL : W s,p

δ →
W s−2,p
δ−2 is a compact perturbation of AL. Since AL is Fredholm of index zero we

can conclude that AshiftedL is also Fredholm of index zero. Now maximum principle
(Lemma B.11) implies that the kernel of AshiftedL : W s,p

δ → W s−2,p
δ−2 is trivial. An

injective operator of index zero is surjective as well. ConsequentlyAshiftedL : W s,p
δ →

W s−2,p
δ−2 is a continuous bijective operator. Therefore by the open mapping theorem,

AshiftedL : W s,p
δ → W s−2,p

δ−2 is an isomorphism of Banach spaces. In particular the
inverse is continuous and so ‖u‖s,p,δ � ‖AshiftedL u‖s−2,p,δ−2.

�

Remark 5.2. In the above proof we used Lemma A.31 to estimate ‖fshiftedW (ψ)‖s−2,p,η−2.
Note that since ψ ∈ W s̃,p

δ̃
↪→ C0

δ̃
, and δ̃ < 0 we can conclude that ψ → 0 as |x| → ∞

(in the asymptotic ends). Therefore there exists a compact set B such that outside of B,
|ψ| < µ

2
. On the compact set B, the continuous function ψ attains its minimum which by

assumption must be larger than −µ. Consequently inf ψ > min{−µ
2
,minx∈B ψ(x)} >

−µ. Because of this functions of the form f(x) = (µ + x)−m where m ∈ N are smooth
on [inf ψ, supψ] as it is required by Lemma A.31.

Lemma 5.3. In addition to the conditions of Lemma 5.1 (including β ≤ δ), assume
aR ≥ 0 (see Remark B.4) and define the shift function as by

as = aR + 3
(µ+ ψ+)2

(µ+ ψ−)6
aρ + 5(µ+ ψ+)4aτ + 7

(µ+ ψ+)6

(µ+ ψ−)14
aW .

Then for any fixed aW ∈ W s−2,p
β−2 , the map T shifted : [ψ−, ψ+]s̃,p,δ̃ → W s,p

δ is monotone
increasing.

Proof. (Lemma 5.3) First note that the above definition of as satisfies the assumptions
that we had for as in Lemma 5.1. Note that

a0 = aR + 3
(µ+ ψ+)2

(µ+ ψ−)6
aρ + 5(µ+ ψ+)4aτ ,

V = 7
(µ+ ψ+)6

(µ+ ψ−)14
.

We first must check a0 ∈ W s−2,p
η−2 and ‖aWV ‖s−2,p,η−2 � C(ψ+, ψ−)‖aW‖s−2,p,η−2.

We first check that a0 ∈ W s−2,p
η−2 . By assumption aR ∈ W s−2,p

δ−2 = W s−2,p
η−2 . The fact that

(µ+ψ+)2

(µ+ψ−)6aρ and (µ+ψ+)4aτ are in W s−2,p
η−2 follows directly from Lemma A.28. Therefore

a0 ∈ W s−2,p
η−2 .
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We now check that ‖aWV ‖s−2,p,η−2 � C(ψ+, ψ−)‖aW‖s−2,p,η−2. By Lemma A.31 we
have

‖aW (µ+ ψ+)6‖s−2,p,η−2 � ‖aW‖s−2,p,η−2(‖(µ+ ψ+)6‖L∞ + ‖6(µ+ ψ+)5‖L∞‖ψ+‖s̃,p,δ̃)
= C1(ψ+)‖aW‖s−2,p,η−2,

and so (recall Remark 5.2)

‖aWV ‖s−2,p,η−2 � ‖aW (µ+ ψ+)6(µ+ ψ−)−14‖s−2,p,η−2

� ‖aW (µ+ ψ+)6‖s−2,p,η−2(‖(µ+ ψ−)−14‖L∞
+ ‖ − 14(µ+ ψ−)−15‖L∞‖ψ−‖s̃,p,δ̃)

= C2(ψ−)‖aW (µ+ ψ+)6‖s−2,p,η−2

� C1(ψ+)C2(ψ−)‖aW‖s−2,p,η−2

= C(ψ+, ψ−)‖aW‖s−2,p,η−2.

Now that we have confirmed the two conditions we can proceed. For all ψ1, ψ2 ∈
[ψ−, ψ+]s̃,p,δ̃ with ψ1 ≤ ψ2 we have

fshiftedW (ψ2)− fshiftedW (ψ1) = fW (ψ2)− fW (ψ1)− as(ψ2 − ψ1)

= aτ [(µ+ ψ2)5 − (µ+ ψ1)5] + aR[ψ2 − ψ1]

− aρ[(µ+ ψ2)−3 − (µ+ ψ1)−3]

− aW [(µ+ ψ2)−7 − (µ+ ψ1)−7]− as(ψ2 − ψ1).

Note that for all m ∈ N

(µ+ ψ2)m − (µ+ ψ1)m =
(m−1∑
j=0

(µ+ ψ2)j(µ+ ψ1)m−1−j)(ψ2 − ψ1)

≤ m(µ+ ψ+)m−1(ψ2 − ψ1)− [(µ+ ψ2)−m − (µ+ ψ1)−m]

=
(µ+ ψ2)m − (µ+ ψ1)m

[(µ+ ψ2)(µ+ ψ1)]m

≤ m
(µ+ ψ+)m−1

(µ+ ψ−)2m
(ψ2 − ψ1).

Therefore

fshiftedW (ψ2)− fshiftedW (ψ1) ≤ [5(µ+ ψ+)4aτ + aR + 3
(µ+ ψ+)2

(µ+ ψ−)6
aρ

+ 7
(µ+ ψ+)6

(µ+ ψ−)14
aW − as](ψ2 − ψ1)

= 0.

So fshiftedW is decreasing over [ψ−, ψ+]s̃,p,δ̃. Also AshiftedL : W s,p
δ → W s−2,p

η−2 satisfies the
maximum principle, hence the inverse (AshiftedL )−1 is monotone increasing [32]. Con-
sequently T shifted : [ψ−, ψ+]s̃,p,δ̃ → W s,p

δ defined by −(AshiftedL )−1fshiftedW is monotone
increasing. �

Lemma 5.4. Let the conditions of Lemma 5.3 hold, with ψ− and ψ+ sub- and su-
persolutions of the Hamiltonian constraint (equation (3.3)), respectively (with aW as
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source). Then, we have T shifted(ψ+, aW ) ≤ ψ+ and T shifted(ψ−, aW ) ≥ ψ−. In partic-
ular, since T shifted is monotone increasing in its first variable, T shifted is invariant on
U = [ψ−, ψ+]s̃,p,δ̃, that is, if ψ ∈ [ψ−, ψ+]s̃,p,δ̃, then T shifted(ψ, aW ) ∈ [ψ−, ψ+]s̃,p,δ̃.

Proof. (Lemma 5.4) Since ψ+ is a supersolution, by definition (which can be found in
the next section), ALψ+ + fW (ψ+) ≥ 0 with respect to the order of W s−2,p

δ−2 (see Remark
B.4). We have

ψ+ − T shifted(ψ+, aW ) = (AshiftedL )−1[AshiftedL ψ+ + fshiftedW (ψ+)]

= (AshiftedL )−1[ALψ+ + fW (ψ+)],

which is nonnegative since ψ+ is supersolution and (AshiftedL )−1 is linear and monotone
increasing. The proof of the other inequality is completely analogous. �

Remark 5.5. As seen in the proof of the above lemmas, the introduction of the shift
function as into fshiftedW ensures it is a decreasing function on [ψ−, ψ+]s̃,p,δ̃, which subse-
quently implies that T shifted is invariant on U = [ψ−, ψ+]s̃,p,δ̃. This property of T shifted

plays an important role in the fixed point framework we use for our existence theorem
for the coupled system, following closely the approach taken in [32].

6. GLOBAL SUB- AND SUPERSOLUTION CONSTRUCTIONS

In this section, based on a combination of ideas employed in [32, 41, 18], we intro-
duce a new method for constructing global sub- and supersolutions for the Hamiltonian
constraint on AF manifolds. We begin with giving the precise definitions of local and
global sub- and supersolutions.

Consider the Hamiltonian constraint (equation 3.3):

ALψ + f(ψ,W ) = 0.

• A local subsolution of (3.3) is a function ψ− ∈ W s,p
δ , ψ− > −µ such that

ALψ− + f(ψ−,W ) ≤ 0

for at least one W ∈ We,q
β . Note that the inequality is with respect to the order of

W s−2,p
δ−2 (see Remark B.4).

• A local supersolution of (3.3) is a function ψ+ ∈ W s,p
δ , ψ+ > −µ such that

ALψ+ + f(ψ+,W ) ≥ 0

for at least one W ∈We,q
β .

• A global subsolution of (3.3) is a function ψ− ∈ W s,p
δ , ψ− > −µ such that

ALψ− + f(ψ−,Wψ) ≤ 0

for all vector fields Wψ solution of (3.4) (momentum constraint) with source ψ ∈
W s,p
δ and ψ ≥ ψ−.

• A global supersolution of (3.3) is a function ψ+ ∈ W s,p
δ , ψ+ > −µ such that

ALψ+ + f(ψ+,Wψ) ≥ 0

for all vector fields Wψ solution of (3.4) (momentum constraint) with source ψ ∈
W s,p
δ and −µ < ψ ≤ ψ+.

• We say a pair of a subsolution and a supersolution, ψ− and ψ+, is compatible if
−µ < ψ− ≤ ψ+ <∞ (so [ψ−, ψ+]s,p,δ is nonempty).
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For our main existence theorem we need to have compatible global subsolution and
supersolution. The goal of this section is to prove the existence of such compatible
global barriers. In what follows we use the following notation: Given any scalar function
v ∈ L∞, let v∧ = ess supM v, and v∨ = ess infM v.

Proposition 6.1. Assume all the conditions of Weak Formulation 1 and Corollary 4.4
hold true. Additionally assume that h belongs to the positive Yamabe class, −1 < β ≤
δ < 0, and ‖σ‖L∞β−1

, ‖ρ‖L∞2β−2
, ‖J‖We−2,q

β−2
are sufficiently small. Moreover, suppose that

there exists a positive continuous function Λ ∈ W s−2,p
δ−2 and a number δ′ ∈ (2β, δ) such

that Λ ∼ rδ
′−2 (that is, rδ

′−2 � Λ � rδ
′−2) for sufficiently large r = (1 + |x|2)

1
2

(see Remark 6.2). If µ > 0 is chosen to be sufficiently small, then there exists a global
supersolution ψ+ ∈ W s,p

δ to the Hamiltonian constraint.

Proof. (Proposition 6.1) Since h belongs to the positive Yamabe class, there exists a
function ξ ∈ W s,p

δ , ξ > −1 such that if we set h̃ = (1 + ξ)4h, then Rh̃ = 0. Let
H(ψ, aW , aτ , aρ) and H̃(ψ, aW , aτ , aρ) be as in Appendix C. In what follows we will
show that there exists ψ̃+ > 0 such that

∀ϕ ∈ (−µ, (ξ + 1)ψ̃+ + µ ξ]s,p,δ H̃(ψ̃+, aWϕ , aτ , aρ) ≥ 0. (6.1)

Here Wϕ is the solution of the momentum constraint with source ϕ. Let’s assume we
find such a function. Then if we define ψ+ = (ξ + 1)ψ̃+ + µ ξ, we have ψ+ ∈ W s,p

δ ,
ψ+ > −µ and it follows from Corollary C.2 that

∀ϕ ∈ (−µ, ψ+]s,p,δ H(ψ+, aWϕ , aτ , aρ) ≥ 0

which precisely means that ψ+ is a global supersolution of the Hamiltonian constraint.
So it is enough to prove the existence of ψ̃+.

Let Λ ∈ W s−2,p
δ−2 be a positive continuous function such that Λ ∼ rδ

′−2 for sufficiently
large |x|; here δ′ is a fixed but arbitrary number in the interval (2β, δ). By Lemma B.12
there exists a unique function u ∈ W s,p

δ such that−∆h̃u = Λ. By the maximum principle
(Lemma B.11) u is positive (u > 0). Recall that µ is a fixed nonzero number but we have
freedom in choosing µ. We claim that if µ > 0 is sufficiently small, then ψ̃+ := µu
satisfies (6.1). Indeed, for all ϕ ∈ (−µ, (ξ + 1)ψ̃+ + µ ξ]s,p,δ we have

H̃(ψ̃+, aWϕ , aτ , aρ) = −∆h̃ψ̃+ + aτ (ψ̃+ + µ)5 − (1 + ξ)−12aWϕ(ψ̃+ + µ)−7

− (1 + ξ)−8aρ(ψ̃+ + µ)−3 (Rh̃ = 0)

= µΛ + aτ (ψ̃+ + µ)5 − (1 + ξ)−12aWϕ(ψ̃+ + µ)−7

− (1 + ξ)−8aρ(ψ̃+ + µ)−3

≥ µΛ− (1 + ξ)−12aWϕ(ψ̃+ + µ)−7 − (1 + ξ)−8aρ(ψ̃+ + µ)−3.

The argument in Remark 5.2 shows that (inf ξ) > −1 and so inf(1 + ξ) > 0. Therefore
if we let C̃ = max{((1 + ξ)∨)−12, ((1 + ξ)∨)−8}, then

H̃(ψ̃+, aWϕ , aτ , aρ) ≥ µΛ− C̃aWϕ(ψ̃+ + µ)−7 − C̃aρ(ψ̃+ + µ)−3

= µΛ− C̃µ−7aWϕ(u+ 1)−7 − C̃µ−3aρ(u+ 1)−3

≥ µΛ− Cµ−7r2β−2(k1‖µ+ ϕ‖12
∞ + k2)(u+ 1)−7

− C̃µ−3aρ(u+ 1)−3,
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where we have used Lemma 4.6. Recall that C (the implicit constant in Lemma 4.6) does
not depend on µ. Now note that ∀ϕ ∈ (−µ, (ξ + 1)ψ̃+ + µ ξ]s,p,δ we have 0 ≤ µ+ ϕ ≤
(ξ + 1)(µ+ ψ̃+) and so

‖µ+ ϕ‖12
∞ ≤ [(ξ + 1)∧]12[(µ+ ψ̃+)∧]12.

Let k3 = (ξ + 1)∧ (1+u)∧
(1+u)∨ . We can write

‖µ+ ϕ‖12
∞ ≤ [(ξ + 1)∧]12[(µ+ ψ̃+)∧]12 = [(ξ + 1)∧]12µ12[(1 + u)∧]12

= k12
3 µ

12[(1 + u)∨]12 ≤ k12
3 µ

12(u+ 1)12.

Consequently

H̃(ψ̃+, aWϕ , aτ , aρ) ≥ µΛ− Cµ−7r2β−2(k1k
12
3 µ

12(u+ 1)12 + k2)(u+ 1)−7

− C̃µ−3aρ(u+ 1)−3

= µΛ− Cµ5r2β−2k1k
12
3 (u+ 1)5 − Cµ−7r2β−2k2(u+ 1)−7

− C̃µ−3aρ(u+ 1)−3

≥ µΛ− Cµ5r2β−2k1k
12
3 ((u+ 1)∧)5 − Cµ−7r2β−2k2((u+ 1)∨)−7

− C̃µ−3aρ((u+ 1)∨)−3.

Note that Λ ∼ rδ
′−2 for sufficiently large r and 2β − 2 < δ′ − 2 < 0. We claim that this

allows one to choose µ small enough so that

Λ

2
> Cµ4r2β−2k1k

12
3 ((u+ 1)∧)5. (6.2)

The justification of this claim is as follows. There exists a constant C1 and a number
r1 > 0 such that for r > r1, we have Λ ≥ C1r

δ′−2. Also since 2β− 2 < δ′− 2 < 0, there
exists r2 > 0 such that for all r > r2

C1

2
rδ
′−2 > r2β−2[Ck1k

12
3 ((u+ 1)∧)5].

Consequently for all 0 < µ ≤ 1 and r > max{r1, r2}
Λ

2
> r2β−2[Ck1k

12
3 ((u+ 1)∧)5] ≥ Cµ4r2β−2k1k

12
3 ((u+ 1)∧)5.

Also the positive continuous function Λ attains its minimum Λ∨ > 0 on the compact set
r ≤ max{r1, r2}. We choose µ ≤ 1 small enough such that

Λ∨

2
> Cµ4k1k

12
3 ((u+ 1)∧)5. (6.3)

Since r2β−2 ≤ 1 the above inequality implies that (6.2) holds even if r ≤ max{r1, r2}.
(Note that on the entire M , Λ∨ = 0, so we could not use (6.3) on whole M to determine
µ; this is exactly why first we needed to study what happens for large r.) For such µ by
requiring that ‖σ‖L∞β−1

, ‖ρ‖L∞2β−2
, ‖J‖We−2,q

β−2
are sufficiently small (note that according to

Remark A.5, aρ ≤ r2β−2‖aρ‖L∞2β−2
a.e.) we can ensure that

Λ

2
≥ Cµ−8r2β−2k2((u+ 1)∨)−7 + C̃µ−4aρ((u+ 1)∨)−3.

�
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Remark 6.2. Pick an arbitrary number δ′ ∈ (2β, δ). If s ≤ 2, then Λ = rδ
′−2 satisfies

the desired conditions: clearly Λ is positive, continuous, and Λ ∼ rδ
′−2. Also obviously

Λ ∈ L∞δ′−2 and

L∞δ′−2 ↪→ Lpδ−2 ↪→ W s−2,p
δ−2 (=⇒ Λ ∈ W s−2,p

δ−2 )

The first inclusion is true because δ′is strictly less than δ; the second inclusion is true
because s− 2 ≤ 0.

Proposition 6.3. Assume all the conditions of Weak Formulation 1. Additionally assume
that h belongs to the positive Yamabe class and−1 < β ≤ δ < 0. If µ > 0 is chosen to be
sufficiently small, then there exists a global subsolution ψ− ∈ W s,p

δ to the Hamiltonian
constraint which is compatible with the global supersolution that was constructed in
Proposition 6.1 (provided the extra assumptions of that proposition hold true).

Proof. (Proposition 6.3) Since h belongs to the positive Yamabe class, there exists a
function ξ ∈ W s,p

δ , ξ > −1 such that if we set h̃ = (1 + ξ)4h, then Rh̃ = 0. Let
H(ψ, aW , aτ , aρ) and H̃(ψ, aW , aτ , aρ) be as in Appendix C. In what follows we will
show that there exists −µ < ψ̃− < 0 such that

∀ϕ ∈ W s,p
δ , H̃(ψ̃−, aWϕ , aτ , aρ) ≤ 0. (6.4)

Here Wϕ is the solution of the momentum constraint with source ϕ. Note that since
ψ̃+ > 0 (ψ̃+ is the function that was introduced in the proof of the previous proposition
), clearly ψ̃− ≤ 0 < ψ̃+. Let’s assume we find such a function. Then if we define
ψ− = (ξ + 1)ψ̃− + µ ξ, we have ψ− ∈ W s,p

δ , and

ψ̃− > −µ =⇒ (ξ + 1)(ψ̃− + µ) > 0 =⇒ (ξ + 1)ψ̃− + µ ξ > −µ =⇒ ψ− > −µ
ψ̃− ≤ ψ̃+ =⇒ ψ− ≤ ψ+

Moreover, it follows from Corollary C.2 that

∀ϕ ∈ W s,p
δ , H(ψ−, aWϕ , aτ , aρ) ≤ 0,

which clearly implies that ψ− is a global subsolution of the Hamiltonian constraint. So
it is enough to prove the existence of ψ̃−.

We may consider two cases:
Case 1: aτ ≡ 0
In this case ψ̃− ≡ 0 satisfies the desired conditions; Indeed,

H̃(ψ̃− ≡ 0, aWϕ , aτ , aρ) = −(1 + ξ)−12aWϕµ
−7 − (1 + ξ)−8aρµ

−3 ≤ 0.

Case 2: aτ 6≡ 0
By Lemma B.12 there exists a unique function u ∈ W s,p

δ such that−∆h̃u = −aτ . By the
maximum principle (Lemma B.11) u ≤ 0 and clearly u 6≡ 0 (because aτ 6≡ 0). Note that
W s,p
δ ↪→ L∞δ ↪→ L∞ (the latter embedding is true because δ < 0). Letm = ‖u‖∞+1; so

in particular−m < inf u < 0. Recall that we have freedom in choosing the fixed number
µ as small as we want. We claim that if µ > 0 is sufficiently small, then ψ̃− := 1

m
µu

satisfies (6.4). Clearly ψ̃− ≤ 0; also

u > −m =⇒ µ(u+m) > 0 =⇒ µ(
u+m

m
) > 0 =⇒ 1

m
µu > −µ =⇒ ψ̃− > −µ.
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Moreover, for all ϕ ∈ W s,p
δ we have

H̃(ψ̃−, aWϕ , aτ , aρ) = −∆h̃ψ̃− + aτ (ψ̃− + µ)5 − (1 + ξ)−12aWϕ(ψ̃− + µ)−7

− (1 + ξ)−8aρ(ψ̃− + µ)−3

≤ −∆h̃(
1

m
µu) + aτ (

1

m
µu+ µ)5

= − 1

m
µaτ + µ5aτ (

1

m
u+ 1)5

= µaτ
[
− 1

m
+ µ4(

1

m
u+ 1)5

]
.

Now note that −m < u < m and so 0 < 1 + 1
m
u < 2, therefore

H̃(ψ̃−, aWϕ , aτ , aρ) ≤ µaτ
[
− 1

m
+ 32µ4

]
.

Thus if we choose µ so that µ4 < 1
32m

, then H̃(ψ̃−, aWϕ , aτ , aρ) ≤ 0. �

Remark 6.4. The compatible global barrier constructions in [18] and [32] both make
critical use of the fact that the conformal factor φ, which is the primary unknown in their
formulations, is positive. When the subsolution and supersolution are both positive, then
one can scale the subsolution to make it smaller than the supersolution. In the formula-
tion presented in this paper, which is designed to allow very low regularity assumptions
on the data on AF manifolds, the primary unknown is a shifted version of the confor-
mal factor (ψ). ψ can be negative and so in particular the scaling argument cannot be
directly applied here. Due to the nonlinear nature of the Hamiltonian constraint, this sit-
uation cannot be resolved simply by finding compatible barriers for the original positive
unknown φ and then shifting those to obtain compatible barriers for ψ.

7. THE MAIN EXISTENCE RESULT FOR ROUGH NON-CMC SOLUTIONS

We now establish existence of coupled non-CMC weak solutions for AF manifolds by
combining the results for the individual Hamiltonian and momentum constraints devel-
oped in Sections 5 and 4, the barrier constructions developed in Section 6, together with
the following topological fixed-point theorem for the coupled system from [32]:

Theorem 7.1 (Coupled Schauder Theorem). [32] Let X and Y be Banach spaces, and
let Z be an ordered Banach space with compact embedding X ↪→ Z. Let [ψ−, ψ+] ⊂ Z
be a non-empty interval, and set U = [ψ−, ψ+] ∩ B̄M ⊂ Z where B̄M is a closed ball
of finite radius M > 0 in Z. Assume U is nonempty and let S : U → R(S) ⊂ Y
and T : U × R(S) → U ∩ X be continuous maps. Then, there exist w ∈ R(S) and
ψ ∈ U ∩X such that

ψ = T (ψ,w) and w = S(ψ).

Remark 7.2. In [32] the above theorem is stated with the extra assumption that B̄M is a
ball of radius M about the origin but the same proof works even if B̄M is not centered
at the origin.

With all of the supporting results we need now in place, we state and prove our main
result.

Theorem 7.3. Let (M,h) be a 3-dimensional AF Riemannian manifold of class W s,p
δ

where p ∈ (1,∞), s ∈ (1 +
3

p
,∞) and −1 < δ < 0 are given. Suppose h admits no
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nontrivial conformal Killing field (see Remark 4.3) and is in the positive Yamabe class.
Let β ∈ (−1, δ]. Select q and e to satisfy:

1

q
∈ (0, 1) ∩ (0,

s− 1

3
) ∩ [

3− p
3p

,
3 + p

3p
],

e ∈ (1 +
3

q
,∞) ∩ [s− 1, s] ∩ [

3

q
+ s− 3

p
− 1,

3

q
+ s− 3

p
].

Let q = p if e = s 6∈ N0. Moreover if s > 2, s 6∈ N0, assume e < s.
Assume that the data satisfies:

• τ ∈ W e−1,q
β−1 if e ≥ 2 and τ ∈ W 1,z

β−1 otherwise, where z =
3q

3 + (2− e)q
(note that if e = 2, then W e−1,q

β−1 = W 1,z
β−1),

• σ ∈ W e−1,q
β−1 ,

• ρ ∈ W s−2,p
β−2 ∩ L∞2β−2, ρ ≥ 0 (ρ can be identically zero),

• J ∈ We−2,q
β−2 .

Recall that we have freedom in choosing the positive constant µ in equations (3.3) and
(3.4). If µ is chosen to be sufficiently small and if ‖σ‖L∞β−1

, ‖ρ‖L∞2β−2
, and ‖J‖We−2,q

β−2
are

sufficiently small, then there exists ψ ∈ W s,p
δ with ψ > −µ and W ∈ We,q

β solving (3.3)
and (3.4).

Remark 7.4. As discussed in Appendix E, the assumptions “p = q if e = s 6∈ N0” and
“e < s if s > 2, s 6∈ N0” can be removed if we replace weighted Sobolev-Slobodeckij
spaces with weighted Bessel potential spaces.

Proof. (Theorem 7.3) First we prove the claim for the case s ≤ 2 and then we extend
the proof for s > 2 by bootstrapping.

Case 1: s ≤ 2

Note that by assumption e ≤ s, so e is also less than or equal to 2. Also since 2 ≥ s >
1 + 3

p
, p is larger than 3.

Since s ≤ 2, it follows from Proposition 6.1, Remark 6.2 and Proposition 6.3 that if µ
is chosen to be sufficiently small, then for ‖σ‖L∞β−1

, ‖ρ‖L∞2β−2
, and ‖J‖We−2,q

β−2
sufficiently

small, there exists a compatible pair of global subsolution and supersolution. We fix such
µ and assume that ‖σ‖L∞β−1

, ‖ρ‖L∞2β−2
, and ‖J‖We−2,q

β−2
are sufficiently small (according to

Proposition 6.1).
Step 1: The choice of function spaces.
• X = W s,p

δ , with s and p as given in the theorem statement.
• Y = We,q

β , with e, q as given in the theorem statement.

• Z = W s̃,p

δ̃
, s̃ ∈ (1, 1 +

3

p
) and δ̃ > δ, so that X = W s,p

δ ↪→ W s̃,p

δ̃
= Z is compact.

Note that s̃ ∈ (1, 1 +
3

p
) implies that s̃ ∈ (3

p
, s) (because p > 3 and s > 1 + 3

p
).

• U = [ψ−, ψ+]W s̃,p

δ̃

∩ B̄M ⊂ W s̃,p

δ̃
= Z, with ψ− and ψ+ compatible global barriers

constructed in the previous section and with sufficiently large M to be determined
below.

Step 2: Construction of the mapping S. Using Lemma A.28, it can be easily checked
that for any ψ ∈ [ψ−, ψ+]s̃,p,δ̃, f(ψ) = bτ (ψ + µ)6 + bJ ∈ We−2,q

β−2 . Therefore, since
the metric admits no nontrivial conformal Killing field, by Theorem 4.1, the momentum
constraint is uniquely solvable for any “source” ψ ∈ [ψ−, ψ+]s̃,p,δ̃ (it is easy to see that
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the assumptions of Theorem 4.1 are satisfied; see Remark 3.2) . The ranges for the
exponents ensure that the momentum constraint solution map

S : [ψ−, ψ+]s̃,p,δ̃ →We,q
β = Y, S(ψ) = −A−1

L f(ψ)

is continuous. Indeed, by Lemma A.28, ψ → f(ψ) is a continuous map from W s̃,p

δ̃
to

We−2,q
β−2 and by Theorem 4.1, A−1

L : We−2,q
β−2 →We,q

β is continuous.
Step 3: Construction of the mapping T . By assumption h belongs to the positive Yamabe
class. In particular, there exists ξ ∈ W s,p

δ , ξ > −1 such thatRh̃ = 0 where h̃ = (1+ξ)4h.
Let ψ̃+ and ψ̃− be the functions that were constructed in the proofs of Proposition 6.1
and Proposition 6.3. Also let

ãτ := aτ , ãρ := (1 + ξ)−8aρ, ãW := (1 + ξ)−12aW , ãR := aRh̃ = 0.

Notice that the above notations agree with the ones that are introduced in Appendix C.
Using Lemma A.28 it is easy to see that ãρ, ãW remain in W s−2,p

β−2 . So we may use
(h̃, ãτ , ãρ, ãW , ãR = 0, ψ̃+, ψ̃−) as data in Lemmas 5.1, 5.3, and 5.4. That is, if we define

ãs := ãR + 3
(µ+ ψ̃+)2

(µ+ ψ̃−)6
ãρ + 5(µ+ ψ̃+)4ãτ + 7

(µ+ ψ̃+)6

(µ+ ψ̃−)14
ãW ,

ÃshiftedL : W s,p
δ → W s−2,p

δ−2 , ÃshiftedL ψ = −∆h̃ψ + ãsψ,

f̃
shifted

W (ψ) = ãτ (µ+ ψ)5 + ãR(µ+ ψ)− ãρ(µ+ ψ)−3 − ãW (µ+ ψ)−7 − ãsψ,

T̃ shifted : [ψ̃−, ψ̃+]s̃,p,δ̃ ×W
s−2,p
β−2 → W s,p

δ , T̃ shifted(ψ, ãW ) = −(ÃshiftedL )−1f̃
shifted

W (ψ),

then, according to the aforementioned lemmas, T̃ shifted is continuous with respect to
both of its arguments and it is invariant on [ψ̃−, ψ̃+]s̃,p,δ̃. Notice that if we define the
scaled Hamiltonian constraint as in Appendix C, that is, if we let

H̃(ψ, aW , aτ , aρ) = −∆h̃ψ + ãR(ψ + µ) + ãτ (ψ + µ)5 − ãW (ψ + µ)−7 − ãρ(ψ + µ)−3

then ψ̃− and ψ̃+ are subsolution and supersolution of H̃ = 0 and moreover

H̃(ψ, aW , aτ , aρ) = 0⇐⇒ T̃ shifted(ψ, ãW ) = ψ.

Now we define the mapping T : [ψ−, ψ+]s̃,p,δ̃ ×We,q
β → W s,p

δ as follows:

T (ψ,W ) = (ξ + 1)T̃ shifted(
ψ − µ ξ
ξ + 1

, (ξ + 1)−12aW ) + µ ξ.

Here ψ+ and ψ− are the supersolution and subsolution that were constructed in the proofs
of Proposition 6.1 and Proposition 6.3. Recall that by our construction

ψ̃− =
ψ− − µ ξ
ξ + 1

, ψ̃+ =
ψ+ − µ ξ
ξ + 1

so for ψ ∈ [ψ−, ψ+]s̃,p,δ̃, we have ψ̃− ≤ ψ−µ ξ
ξ+1

≤ ψ̃+. In fact using Lemma A.28
one can easily show that T is well-defined. That is, ψ−µ ξ

ξ+1
is in [ψ̃−, ψ̃+]s̃,p,δ̃ and (ξ +

1)T̃ shifted(., .) + µ ξ is in W s,p
δ . Continuity of T follows from the continuity of T̃ shifted

and Lemma A.28.
Considering the coupled Schauder theorem, in order to complete the proof for the case

s ≤ 2, it is enough to prove the following claim:
Claim: There exists M > 0 such that if we set U = [ψ−, ψ+]s̃,p,δ̃ ∩ B̄M(µ ξ), then U

is nonempty and
(ψ,W ) ∈ U × S(U) =⇒ T (ψ, aW ) ∈ U,
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where B̄M(µ ξ) is the ball of radius M in W s̃,p

δ̃
centered at µ ξ ∈ W s,p

δ ↪→ W s̃,p

δ̃
.

Proof of Claim. First, as mentioned above, note that T (ψ, aW ) certainly belongs
to X = W s,p

δ , so instead of T (ψ, aW ) ∈ U on the right hand side we could write
T (ψ, aW ) ∈ U ∩ X . We now prove that if ψ ∈ [ψ−, ψ+]s̃,p,δ̃, then for all aW ∈ W s−2,p

β−2

(and so for all W ∈We,q
β ), T (ψ,W ) ∈ [ψ−, ψ+]s̃,p,δ̃:

ψ ∈ [ψ−, ψ+]s̃,p,δ̃ =⇒ ψ − µ ξ
ξ + 1

∈ [ψ̃−, ψ̃+]s̃,p,δ̃.

But we know that T̃ shifted is invariant on [ψ̃−, ψ̃+]s̃,p,δ̃ and so

∀ aW ∈ W s−2,p
β−2 T̃ shifted(

ψ − µ ξ
ξ + 1

, (1 + ξ)−12aW ) ∈ [ψ̃−, ψ̃+]s̃,p,δ̃.

Therefore for all W ∈We,q
β

(1 + ξ)ψ̃− + µ ξ ≤ (1 + ξ)T̃ shifted(
ψ − µ ξ
ξ + 1

, (1 + ξ)−12aW ) + µ ξ ≤ (1 + ξ)ψ̃+ + µ ξ

ψ− ≤ T (ψ,W ) ≤ ψ+

Thus T (ψ,W ) ∈ [ψ−, ψ+]s̃,p,δ̃ (note that as it was already mentioned T (ψ,W ) ∈ W s,p
δ ↪→

W s̃,p

δ̃
).

Now to complete the proof of the claim above, it is enough to show that the following
auxiliary claim holds true:

Auxiliary Claim: There exists M̂ > 0 such that for all M ≥ M̂ the following holds:

If ψ ∈ [ψ−, ψ+]s̃,p,δ̃ ∩ B̄M(µ ξ)

Then ∀W ∈ S([ψ−, ψ+]s̃,p,δ̃), T (ψ, aW ) ∈ B̄M(µ ξ). (7.1)

Remark 7.5. We make two remarks before we continue.

(1) In order to prove the main claim, it is enough to prove the auxiliary claim for
W ∈ S([ψ−, ψ+]s̃,p,δ̃ ∩ B̄M(µ ξ)) not W ∈ S([ψ−, ψ+]s̃,p,δ̃). So what we will
prove here is slightly stronger than what we need.

(2) Since we will prove (7.1) is true for all M ≥ M̂ , we can certainly choose an M
such that [ψ−, ψ+]s̃,p,δ̃ ∩ B̄M(µ ξ)) 6= ∅.

Proof of Auxiliary Claim. We will rely on two supporting results (Lemma 8.1 and 8.2),
which will be stated and proved following the completion of our proof of the main result
here.

To begin, let t ∈ (3
p
, s̃) ∩ [1, 1 + 3

p
) and let γ ∈ (δ̃, 0); also for all ψ ∈ [ψ−, ψ+]s̃,p,δ̃

let ψ̃ := ψ−µ ξ
ξ+1

. It follows from Lemma 5.1 that there exists K > 0 such that for all
ψ ∈ [ψ−, ψ+]s̃,p,δ̃ and for all W ∈ S([ψ−, ψ+]s̃,p,δ̃)

‖T̃ shifted(ψ̃, ãW )‖s̃,p,δ̃ ≤
˜̃C‖T̃ shifted(ψ̃, ãW )‖s,p,δ ≤ K[1 + ‖ãW‖s−2,p,δ−2](1 + ‖ψ̃‖t,p,γ).

Now note that W s̃,p

δ̃
↪→ W t,p

γ is compact and W t,p
γ ↪→ Lpγ is continuous. Therefore by

Ehrling’s lemma (Lemma B.14) for any ε > 0 there exists C̃(ε) > 0 such that

‖ψ̃‖t,p,γ ≤ ε‖ψ̃‖s̃,p,δ̃ + C̃(ε)‖ψ̃‖Lpγ .
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Since −µ < ψ̃− ≤ ψ̃ ≤ ψ̃+, ‖ψ̃‖Lpγ is bounded uniformly with a constant P which we
absorb into C̃(ε). Making use of Lemma 8.2 below, we have

‖T̃ shifted(ψ̃, ãW )‖s̃,p,δ̃ ≤ K[1 + C](1 + ε‖ψ̃‖s̃,p,δ̃ + C̃(ε))

Therefore we can write ∀ψ ∈ [ψ−, ψ+]s̃,p,δ̃ and ∀W ∈ S([ψ−, ψ+]s̃,p,δ̃),

‖T (ψ,W )− µ ξ‖s̃,p,δ̃ = ‖(1 + ξ)T̃ shifted(ψ̃, ãW )‖s̃,p,δ̃
= ‖T̃ shifted(ψ̃, ãW )‖s̃,p,δ̃ + ‖ξT̃ shifted(ψ̃, ãW )‖s̃,p,δ̃
≤ C4(‖ξ‖s,p,δ + 1)‖T̃ shifted(ψ̃, ãW )‖s̃,p,δ̃

(note that W s,p
δ ×W

s,p
δ ↪→ W s,p

δ ↪→ W s̃,p

δ̃
)

≤ C4(‖ξ‖s,p,δ + 1)K[1 + C](1 + ε‖ψ̃‖s̃,p,δ̃ + C̃(ε)).

Now let A := C4(‖ξ‖s,p,δ + 1)K[1 + C], so for all ψ ∈ [ψ−, ψ+]s̃,p,δ̃ and for all W ∈
S([ψ−, ψ+]s̃,p,δ̃)

‖T (ψ,W )− µ ξ‖s̃,p,δ̃ ≤ A(1 + ε‖ψ − µ ξ
ξ + 1

‖s̃,p,δ̃ + C̃(ε))

Using the argument in Lemma 8.1 below, one can show that for f ∈ W s̃,p

δ̃

‖ 1

ξ + 1
f‖s̃,p,δ̃ ≤ C5(1 + ‖ ξ

ξ + 1
‖s,p,δ)‖f‖s̃,p,δ̃,

so if we let α := C5(1 + ‖ ξ
ξ+1
‖s,p,δ), then ‖ψ−µ ξ

ξ+1
‖s̃,p,δ̃ ≤ α‖ψ − µ ξ‖s̃,p,δ̃ and therefore

‖T (ψ,W )− µ ξ‖s̃,p,δ̃ ≤ A(1 + εα‖ψ − µ ξ‖s̃,p,δ̃ + C̃(ε)).

Let ε = 1
2αA

and define M̂ := 2A+ 2AC̃(ε). For all M ≥ M̂ we have

∀ψ ∈ [ψ−, ψ+]s̃,p,δ̃ ∩ B̄M(µ ξ) ∀W ∈ S([ψ−, ψ+]s̃,p,δ̃)

‖T (ψ,W )− µ ξ‖s̃,p,δ̃ ≤ A(1 + εαM + C̃(ε)) (note that ‖ψ − µ ξ‖s̃,p,δ̃ ≤M )

= A+ (εαA)M + AC̃(ε)

= A+
1

2
M +

M̂ − 2A

2

=
1

2
M +

1

2
M̂ ≤M.

Therefore T (ψ,W ) ∈ B̄M(µ ξ). This completes the proof of the auxiliary claim. Clearly
the claim of the theorem now follows from the coupled Schauder theorem.

Case 2: s > 2

We say the 10-tuple A = (s, p, e, q, δ, β, τ, σ, ρ, J) is beautiful if it satisfies the hy-
potheses of the theorem, that is, if

p ∈ (1,∞), s ∈ (1 +
3

p
,∞), −1 < β ≤ δ < 0,

1

q
∈ (0, 1), e ∈ (1 +

3

q
,∞) ∩ [s− 1, s] ∩ [

3

q
+ s− 3

p
− 1,

3

q
+ s− 3

p
]

p = q if e = s 6∈ N0, e < s if s > 2 and s 6∈ N0

and
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• τ ∈ W e−1,q
β−1 if e ≥ 2 and τ ∈ W 1,z

β−1 otherwise, where z =
3q

3 + (2− e)q
,

• σ ∈ W e−1,q
β−1 ,

• ρ ∈ W s−2,p
β−2 ∩ L∞2β−2, ρ ≥ 0,

• J ∈We−2,q
β−2 .

Note that the condition 1
q
∈ ∩(0, s−1

3
)∩ [3−p

3p
, 3+p

3p
] in the statement of the theorem was to

ensure that the intersection for the admissible intervals for e is nonempty. Here since we
start by the assumption that e exists, we do not need to explicitly state that condition.

We say that a 10-tuple Ã = (s̃, p̃, ẽ, q̃, δ̃, β̃, τ̃ , σ̃, ρ̃, J̃) is faithful to the 10-tuple A =
(s, p, e, q, δ, β, τ, σ, ρ, J) if

δ̃ = δ +
|δ|
2
, β̃ = β +

|δ|
2
, τ̃ = τ, σ̃ = σ, ρ̃ = ρ, J̃ = J,

ẽ = max{2, e− 2}, s̃ = max{2, s− 2},
1

p̃
≤ 1

p
, 1 < ẽ− 3

q̃
≤ e− 3

q
, 1 < s̃− 3

p̃
≤ s− 3

p
.

We say that Ã is extremely faithful to A if Ã is both beautiful and faithful to A.

Remark 7.6. Note that if Ã is faithful to A, then

L∞β−1 ↪→ L∞
β̃−1

, L∞2β−2 ↪→ L∞
2β̃−2

, We−2,q
β−2 ↪→ Wẽ−2,q̃

β̃−2
.

So, in particular, ‖ · ‖L∞
β̃−1

, ‖ · ‖L∞
2β̃−2

, ‖ · ‖Wẽ−2,q̃

β̃−2

can be controlled by ‖ · ‖L∞β−1
, ‖ · ‖L∞2β−2

,

‖ · ‖We−2,q
β−2

, respectively.

We now complete the proof of the theorem for s > 2, under the condition that the
following two claims hold. We will then proceed to prove both claims.

Claim 1: Suppose the 10-tuple Ã is faithful to the beautiful 10-tuple A. If (ψ,W ) ∈
W s̃,p

δ̃
×Wẽ,q̃

β̃
is a solution of the constraint equations with data (τ, σ, ρ, J) (which is the

same as (τ̃ , σ̃, ρ̃, J̃)) , then (ψ,W ) ∈ W s,p
δ ×We,q

β .

Claim 2: If A is a beautiful 10-tuple with s > 2, then there exists a 10-tuple Ã that is
extremely faithful to A.

Proof of the Theorem under Claims 1 and 2. The argument to complete the proof in
the case s > 2 based on these two claims holding is as follows. LetA denote the 10-tuple
associated to the given data in the statement of the theorem. By Claim 2, there exists a
finite chain

A = A0 → A1 = (s1, p1, ...)→ A2 = (s2, p2, ...)→ ...→ Am = (sm.pm, ...)

of 10-tuples such that sm = 2 and each Ai is extremely faithful to Ai−1. Now since
Am is beautiful and sm = 2, by what was proved in the previous case we can choose µ
small enough so that (3.3) and (3.4) have a solution (ψ,W ) ∈ W sm=2,pm

δm
×Wem,qm

βm
(note

that according to Remark 7.6 by assuming ‖σ‖L∞β−1
, ‖ρ‖L∞2β−2

, ‖J‖We−2,q
β−2

are sufficiently
small, we can ensure that ‖σ‖L∞βm−1

, ‖ρ‖L∞2βm−2
, ‖J‖Wem−2,qm

βm−2
are as small as needed). By

Claim 1, since each Ai is faithful to Ai−1, we can conclude that (ψ,W ) ∈ W s,p
δ ×We,q

β .
The main claim of the theorem in the case of s > 2 now follows.

Therefore, in the case s > 2 it is enough to prove Claim 1 and Claim 2, which we
now proceed to do. Before we begin, note that since in both claims A is assumed to be
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beautiful, we have −1 < β ≤ δ < 0 and so clearly −1 < β̃ ≤ δ̃ < 0; moreover β < β̃
and δ < δ̃.

Proof of Claim 1.
Step 1: bτ (ψ + µ)6 + bJ ∈We−2,q

β−2 .
Note that bτ , bJ ∈ We−2,q

β−2 and ψ ∈ W s̃,p̃

δ̃
. By Lemma A.28 in order to show that bτ (ψ +

µ)6 ∈We−2,q
β−2 it is enough to prove the following:

(i) e− 2 ∈ [−s̃, s̃] (e− 2 ∈ (−s̃, s̃) if s̃ 6∈ N0), (ii) e− 2− 3

q
∈ [−3− s̃+

3

p̃
, s̃− 3

p̃
].

For (ii) we have

e− 3

q
> 1⇒ e− 3

q
− 2 > −1 > −3− (s̃− 3

p̃
) (note that s̃ >

3

p̃
),

e ≤ s+
3

q
− 3

p
≤ s̃+ 2 +

3

q
− 3

p̃
⇒ e− 2− 3

q
≤ s̃− 3

p̃
(note s ≤ s̃+ 2 and

1

p̃
≤ 1

p
).

In order to prove (i) we consider two cases:
Case 1: 0 < s− 2 ≤ 2. In this case s̃ = 2 and therefore

e− 2 ∈ [−s̃, s̃]⇔ e− 2 ∈ [−2, 2]⇔ e ∈ [0, 4] (clearly true since e ∈ [s− 1, s]).

Case 2: s− 2 > 2. In this case s̃ = s− 2. Therefore

e− 2 ∈ [−s̃, s̃]⇔ e− 2 ∈ [−s+ 2, s− 2]⇔ e ∈ [4− s, s].
e ≤ s is true by assumption. Also by assumption e ≥ s − 1 and since s > 4 we have
s − 1 > 4 − s. It follows that e > 4 − s. Note that if s̃ = s − 2 > 0 is not in N0, then
s 6∈ N0 and so since A is beautiful and s > 2 we can conclude that e < s. That is, in
this case we have e− 2 ∈ (−s̃, s̃) exactly as desired.

Step 2: W ∈We,q
β .

By what was shown in the previous step we know that ALW = bτ (ψ + µ)6 + bJ ∈
We−2,q

β−2 . It follows from Remark B.8 that W ∈We,q
β .

Step 3: ψ ∈ W s,p
δ .

Since W ∈ We,q
β according to the argument that we had in deriving Weak Formula-

tion 1 we have aW ∈ W s−2,p
δ−2 . It follows that ALψ ∈ W s−2,p

δ−2 . So again by Remark B.8,
we can conclude that ψ ∈ W s,p

δ .

Therefore, we have shown that Claim 1 holds. We now proceed to Claim 2.

Proof of Claim 2. We want to find a 10-tuple Ã that is extremely faithful to A. Note
that all the components of Ã, except p̃ and q̃, are automatically determined by A. So we
need to find p̃ and q̃ so that Ã becomes extremely faithful to A. We must consider three
cases:

Case 1: 0 < s− 2 ≤ 2, e− 2 ≤ 2 (so s̃ = ẽ = 2)
Select p̃ and q̃ to satisfy

1

p̃
∈ [

1

p
− s− 2

3
,
1

3
) ∩ (0,

1

p
),

1

q̃
∈ [

1

q
− e− 2

3
,
1

3
) ∩ (

1

p̃
,∞).

Our claim is that the 10-tuple Ã = (s̃ = 2, p̃, ẽ = 2, q̃, δ̃ = δ + |δ|
2
, β̃ = β + |δ|

2
, τ̃ =

τ, σ̃ = σ, ρ̃ = ρ, J̃ = J) is extremely faithful to A.
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First note that it is possible to pick such p̃ and q̃. Indeed,

[
1

p
− s− 2

3
,
1

3
) 6= ∅, since s > 1 +

3

p
,

[
1

p
− s− 2

3
,
1

3
) ∩ (0,

1

p
) 6= ∅, since for s > 2, we have

1

p
− s− 2

3
<

1

p
,

[
1

q
− e− 2

3
,
1

3
) 6= ∅, since e > 1 +

3

q
,

[
1

q
− e− 2

3
,
1

3
) ∩ (

1

p̃
,∞) 6= ∅, since

1

p̃
<

1

3
.

In order to show that Ã is extremely faithful to A we need to show that 1) Ã is faithful
to A and 2) Ã is beautiful.

1) Ã is faithful to A:

(i) By definition of p̃ we have
1

p̃
≤ 1

p
.

(ii) Clearly ẽ = 2 = max{2, e− 2}, s̃ = 2 = max{2, s− 2}.

(iii)
1

p
− s− 2

3
≤ 1

p̃
<

1

3
⇒ −1 <

−3

p̃
≤ s− 3

p
− 2

⇒ 1 < 2− 3

p̃
≤ s− 3

p
⇒ 1 < s̃− 3

p̃
≤ s− 3

p
(s̃ = 2).

(iv) Similarly
1

q
− e− 2

3
≤ 1

q̃
<

1

3
⇒ 1 < ẽ− 3

q̃
≤ e− 3

q
.

2) Ã is beautiful:

(i) Clearly p̃, q̃ ∈ (1,∞).

In addition, by what was proved above, s̃ > 1 +
3

p̃
and ẽ > 1 +

3

q̃
.

(ii) ẽ ∈ [s̃− 1, s̃]⇔ 2 ∈ [2− 1, 2] (which is clearly true).

(iii) ẽ ∈ [
3

q̃
+ s̃− 3

p̃
− 1,

3

q̃
+ s̃− 3

p̃
]⇔ 2 ∈ [

3

q̃
− 3

p̃
+ 1,

3

q̃
− 3

p̃
+ 2]

⇔ 0 ≤ 3

q̃
− 3

p̃
≤ 1 (s̃ = ẽ = 2)

⇔ 1

p̃
≤ 1

q̃
and

1

q̃
≤ 1

3
+

1

p̃
(since we know

1

3
>

1

q̃
>

1

p̃
).

Also since s̃− 3
p̃
≤ s− 3

p
, ẽ− 3

q̃
≤ e− 3

q
, β < β̃ and δ < δ̃, it follows from the embedding

theorem that

W s,p
δ ↪→ W s̃,p̃

δ̃
, W s−2,p

β−2 ↪→ W s̃,p̃

β̃−2
,

W e,q
β ↪→ W ẽ,q

β̃
, W e−1,q

β−1 ↪→ W ẽ−1,q

β̃−1
, W e−2,q

β−2 ↪→ W ẽ−2,q

β̃−2
.

Therefore τ , σ, ρ and J are in the correct spaces.

Case 2: s− 2 > 2, e− 2 ≤ 2 (so s̃ = s− 2, ẽ = 2)
Select q̃ such that 1

q̃
∈ [1

q
− e−2

3
, 1

3
) ∩ [1

p
− 2

3
, 1
p
). Let p̃ := q̃. Our claim is that the 10-

tuple Ã = (s̃ = s− 2, p̃, ẽ = 2, q̃, δ̃ = δ + |δ|
2
, β̃ = β + |δ|

2
, τ̃ = τ, σ̃ = σ, ρ̃ = ρ, J̃ = J)

is extremely faithful to A.



38 A. BEHZADAN AND M. HOLST

First note that it is possible to pick such q̃. Indeed, [1
q
− e−2

3
, 1

3
) 6= ∅ because e > 1+ 3

q
.

For the intersection to be nonempty we need to check 1
p
− 2

3
< 1

3
and 1

q
− e−2

3
< 1

p
. The

first inequality is clearly true. The second inequality is also true because

e >
3

q
− 3

p
+ s− 1 >

3

q
− 3

p
+ 2 (note that s > 4)

⇒ 3

q
− (e− 2) <

3

p
⇒ 1

q
− e− 2

3
<

1

p
.

1) Ã is faithful to A:

(i) p̃ = q̃, and
1

q̃
<

1

p
⇒ 1

p̃
≤ 1

p
.

(ii)
1

q
− e− 2

3
≤ 1

q̃
<

1

3
⇒ 1 < ẽ− 3

q̃
≤ e− 3

q
. (ẽ = 2)

(iii) s̃ = s− 2 > 2⇒ s̃− 3

q̃
> 2− 3

q̃
> 1⇒ s̃− 3

p̃
> 1. (note

1

q̃
<

1

3
and q̃ = p̃)

(iv)
1

q̃
≥ 1

p
− 2

3
⇒ 3

p
≤ 2 +

3

q̃

⇒ s− 2− 3

q̃
≤ s− 3

p
⇒ s̃− 3

p̃
≤ s− 3

p
. (note s̃ = s− 2 and q̃ = p̃)

2) Ã is beautiful:

(i) Clearly p̃, q̃ ∈ (1,∞). By what was proved above s̃ > 1 +
3

p̃
and ẽ > 1 +

3

q̃
.

(ii) ẽ ∈ [s̃− 1, s̃]⇔ 2 ∈ [s− 3, s− 2]⇔ 4 ≤ s ≤ 5.

(by assumption s > 4; also s− 1 ≤ e ≤ 4 and so s ≤ 5).

(iii) ẽ ∈ [
3

q̃
+ s̃− 3

p̃
− 1,

3

q̃
+ s̃− 3

p̃
]⇔ 2 ∈ [

3

q̃
+ s− 3− 3

p̃
,
3

q̃
+ s− 2− 3

p̃
]

⇔ 4 ≤ s+
3

q̃
− 3

p̃
≤ 5⇔ 4 ≤ s ≤ 5.

(which is true; note that s̃ = s− 2, ẽ = 2, q̃ = p̃)

The proof that τ, σ, ρ and J belong to the correct spaces is exactly the same as Case 1.

Case 3: s− 2 > 2, e− 2 > 2 (so s̃ = s− 2, ẽ = e− 2).
Select q̃ to satisfy

1

q̃
∈ [

1

q
− 2

3
,
e

3
− 1) ∩ (0,

1

q
) ∩ (

1

q
− 1

p
,∞).

Define p̃ by 1
p̃

:= 1
q̃
− 1

q
+ 1

p
. Our claim is that the 10-tuple Ã = (s̃ = s − 2, p̃, ẽ =

e − 2, q̃, δ̃ = δ + |δ|
2
, β̃ = β + |δ|

2
, τ̃ = τ, σ̃ = σ, ρ̃ = ρ, J̃ = J) is extremely faithful to

A.
First note that it is possible to pick such q̃. Indeed, [1

q
− 2

3
, e

3
− 1) 6= ∅ because

e > 1 + 3
q
. In order to show that the intersection of the three intervals is nonempty we

consider two possibilities:
◦ Possibility 1: 1

q
− 1

p
> 0. In this case

(0,
1

q
) ∩ (

1

q
− 1

p
,∞) = (

1

q
− 1

p
,
1

q
),
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and so it is enough to show that

[
1

q
− 2

3
,
e

3
− 1) ∩ (

1

q
− 1

p
,
1

q
) 6= ∅.

This is true because

(i) Clearly
1

q
− 2

3
<

1

q
,

(ii) e ≥ 3

q
− 3

p
+ s− 1 >

3

q
− 3

p
+ 3⇒ e

3
− 1 >

1

q
− 1

p
. (note that s > 4)

◦ Possibility 2: 1
q
− 1

p
≤ 0. In this case

(0,
1

q
) ∩ (

1

q
− 1

p
,∞) = (0,

1

q
),

and so it is enough to show that

[
1

q
− 2

3
,
e

3
− 1) ∩ (0,

1

q
) 6= ∅.

This is true because

(i) Clearly
1

q
− 2

3
<

1

q
, and (ii) e > 3⇒ e

3
− 1 > 0.

1) Ã is faithful to A:

(i)
1

q̃
<

1

q
⇒ 1

q̃
− 1

q
+

1

p
<

1

p
⇒ 1

p̃
<

1

p
.

(ii)
1

q̃
<
e

3
− 1⇒ e− 2− 3

q̃
> 1⇒ ẽ− 3

q̃
> 1. (ẽ = e− 2)

(iii)
1

q
− 2

3
≤ 1

q̃
⇒ 3

q
− 2 ≤ 3

q̃
⇒ e− 2− 3

q̃
≤ e− 3

q
⇒ ẽ− 3

q̃
≤ e− 3

q
. (ẽ = e− 2)

(iv) 3 +
3

q̃
< e < s+

3

q
− 3

p
⇒ 3 +

3

q̃
< s+

3

q
− 3

p
⇒ 1 < s− 2− 3

q̃
+

3

q
− 3

p

⇒ 1 < s− 2− 3

p̃
⇒ 1 < s̃− 3

p̃
. (note that

1

p̃
:=

1

q̃
− 1

q
+

1

p
and s̃ = s− 2)

(v)
1

q
− 2

3
≤ 1

q̃
⇒ 0 ≤ 3

q̃
− 3

q
+ 2⇒ 3

p
≤ 3

q̃
− 3

q
+

3

p
+ 2⇒ 3

p
≤ 3

p̃
+ 2

⇒ s− 2− 3

p̃
≤ s− 3

p
⇒ s̃− 3

p̃
≤ s− 3

p
.

2) Ã is beautiful:

(i) Clearly p̃, q̃ ∈ (1,∞). By what was proved above, s̃ > 1 +
3

p̃
and ẽ > 1 +

3

q̃
.

(ii) ẽ ∈ [s̃− 1, s̃]⇔ e− 2 ∈ [s− 3, s− 2]⇔ e ∈ [s− 1, s]. (which is clearly true)

(iii) ẽ ∈ [
3

q̃
+ s̃− 3

p̃
− 1,

3

q̃
+ s̃− 3

p̃
]⇔ e− 2 ∈ [

3

q̃
+ s− 3− 3

p̃
,
3

q̃
+ s− 2− 3

p̃
]

⇔ e ∈ [
3

q̃
− 3

p̃
+ s− 1, s+

3

q̃
− 3

p̃
]⇔ e ∈ [

3

q
− 3

p
+ s− 1, s+

3

q
− 3

p
].

(note that
1

q̃
− 1

p̃
=

1

q
− 1

p
).
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The last inclusion is true because A is beautiful. The proof of the fact that τ, σ, ρ and J
belong to the correct spaces is exactly the same as Case 1.

Note that e ≤ s, so if s−2 ≤ 2 then e−2 ≤ 2 and therefore the case where s−2 ≤ 2,
e− 2 > 2 does not happen.

This establishes Claim 2, and by earlier arguments the main claim of the Theorem
now follows. �

8. TWO AUXILIARY RESULTS

We now state and prove two auxiliary lemmas that were used in the proof of Theo-
rem 7.3.

Lemma 8.1. Let χ ∈ W s,p
δ , χ > −1 and let f ∈ W s−2,p

δ−2 . Then 1
1+χ

f ∈ W s−2,p
δ−2 and

‖ 1

1 + χ
f‖s−2,p,δ−2 � (1 + ‖ χ

χ+ 1
‖s,p,δ)‖f‖s−2,p,δ−2.

In particular, for a fixed χ, the mapping f 7→ 1
1+χ

f (from W s−2,p
δ−2 toW s−2,p

δ−2 ) sends
bounded sets to bounded sets.

Proof. (Lemma 8.1) By Lemma A.28 1
1+χ

f ∈ W s−2,p
δ−2 . Moreover

‖ 1

1 + χ
f‖s−2,p,δ−2 = ‖( 1

1 + χ
− 1 + 1)f‖s−2,p,δ−2 = ‖ −χ

χ+ 1
f + f‖s−2,p,δ−2.

It follows from Lemma A.28 that −χ
χ+1
∈ W s,p

δ . Also by Lemma A.24 W s,p
δ ×W

s−2,p
δ−2 →

W s−2,p
δ−2 . Thus

‖ −χ
χ+ 1

f + f‖s−2,p,δ−2 ≤ ‖
−χ
χ+ 1

f‖s−2,p,δ−2 + ‖f‖s−2,p,δ−2

� ‖ −χ
χ+ 1

‖s,p,δ‖f‖s−2,p,δ−2 + ‖f‖s−2,p,δ−2

= (1 + ‖ χ

χ+ 1
‖s,p,δ)‖f‖s−2,p,δ−2.

�

Lemma 8.2. There exists a constant C independent of W such that

∀W ∈ S([ψ−, ψ+]s̃,p,δ̃), ‖ãW‖s−2,p,δ−2 ≤ C.

Proof. (Lemma 8.2) By Corollary 4.4 if W ∈ S([ψ−, ψ+]s̃,p,δ̃), that is, if W is the solu-
tion to the momentum constraint with some source ψ ∈ [ψ−, ψ+]s̃,p,δ̃, then

‖W‖e,q,β ≤ C1

[
(µ+ ‖ψ‖L∞δ )6‖bτ‖Lzβ−2

+ ‖bJ‖We−2,q
β−2

]
≤ C1

[
(µ+ max{‖ψ−‖L∞δ , ‖ψ+‖L∞δ })

6‖bτ‖Lzβ−2
+ ‖bJ‖We−2,q

β−2

]
.

Here we used the fact that |ψ| ≤ max{|ψ+|, |ψ−|} and so ‖ψ‖L∞δ ≤ max{‖ψ−‖L∞δ , ‖ψ+‖L∞δ }.
Consequently there is a constant C2 such that for all W ∈ S([ψ−, ψ+]s̃,p,δ̃) we have
‖W‖e,q,β ≤ C2.

Considering the restrictions on the exponents s, p, δ, e, q, β and using our embedding
theorem and multiplication lemma, it is easy to check W s−2,p

β−2 ↪→ W s−2,p
δ−2 , W e−1,q

2β−2 ↪→
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W s−2,p
β−2 , and W e−1,q

β−1 ×W
e−1,q
β−1 ↪→ W e−1,q

2β−2 . Therefore we can write

‖aW‖s−2,p,δ−2 � ‖aW‖s−2,p,β−2 � ‖aW‖e−1,q,2β−2

� ‖σ + LW‖2
e−1,q,β−1 � (‖σ‖e−1,q,β−1 + ‖LW‖e−1,q,β−1)2

� ‖σ‖2
e−1,q,β−1 + ‖LW‖2

e−1,q,β−1 � ‖σ‖2
e−1,q,β−1 + ‖W‖2

e,q,β

≤ ‖σ‖2
e−1,q,β−1 + C2.

Hence there is a constantC3 such that for allW ∈ S([ψ−, ψ+]s̃,p,δ̃) we have ‖aW‖s−2,p,δ−2 ≤
C3. Now notice that ãW = (1 + ξ)−12aW , that is, ãW is obtained from aW by applying
the mapping f 7→ 1

1+ξ
f twelve times. But by Lemma 8.1 the mapping f 7→ 1

1+ξ
f sends

bounded sets in W s−2,p
δ−2 to bounded sets in W s−2,p

δ−2 . Consequently there exists a constant
C such that

∀W ∈ S([ψ−, ψ+]s̃,p,δ̃), ‖ãW‖s−2,p,δ−2 ≤ C.

�
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APPENDIX A. WEIGHTED SOBOLEV SPACES

We first assemble some basic results we need for weighted Sobolev spaces. We limit
our selves to simply stating the results we need, unless the proof of the result is either
unavailable or difficult to find in the form we need, in which case we include a concise
proof.

Consider an open cover of Rn that consists of the following sets:

B2, B4 \ B̄1, B8 \ B̄2, ..., B2j+1 \ B̄2j−1 ,

whereBr is the open ball of radius r centered at the origin. For all r let Srf(x) := f(rx).
Consider the following partition of unity subordinate to the above cover of Rn[38]:

ϕ0 = 1 on B1, suppϕ0 ⊆ B2,

ϕ(x) = ϕ0(x)− ϕ0(2x) (suppϕ ⊆ B2, ϕ = 0 on B 1
2
),

∀j ≥ 1 ϕj = S2−jϕ.

One can easily check that
∑∞

j=0 ϕj(x) = 1.
For s ∈ R, p ∈ (1,∞), the weighted Sobolev space W s,p

δ (Rn) is defined as follows:

W s,p
δ (Rn) = {u ∈ S ′(Rn) : ‖u‖p

W s,p
δ (Rn)

=
∞∑
j=0

2−pδj‖S2j(ϕju)‖pW s,p(Rn) <∞}.

Here W s,p(Rn) is the Sobolev-Slobodeckij space which is defined as follows:
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• If s = k ∈ N0, p ∈ [1,∞],

W k,p(Rn) = {u ∈ Lp(Rn) : ‖u‖Wk,p(Rn) :=
∑
|ν|≤k

‖∂νu‖p <∞}

• If s = θ ∈ (0, 1), p ∈ [1,∞),

W θ,p(Rn) = {u ∈ Lp(Rn) : |u|W θ,p(Rn) :=
( ∫ ∫

Rn×Rn

|u(x)− u(y)|p

|x− y|n+θp
dxdy

) 1
p <∞}

• If s = θ ∈ (0, 1), p =∞,

W θ,∞(Rn) = {u ∈ L∞(Rn) : |u|W θ,∞(Rn) := ess sup
x,y∈Rn,x 6=y

|u(x)− u(y)|
|x− y|θ

<∞}

• If s = k + θ, k ∈ N0, θ ∈ (0, 1), p ∈ [1,∞],

W s,p(Rn) = {u ∈ W k,p(Rn) : ‖u‖W s,p(Rn) := ‖u‖Wk,p(Rn) +
∑
|ν|=k

|∂νu|W θ,p(Rn) <∞}

• If s < 0 and p ∈ (1,∞),

W s,p(Rn) = (W−s,p′(Rn))∗ (
1

p
+

1

p′
= 1).

Alternatively, we could have defined W s,p(Rn) as a Bessel potential space, that is,

W s,p(Rn) = {u ∈ S ′(Rn) : ‖u‖W s,p(Rn) := ‖F−1(〈ξ〉sFu)‖Lp <∞},

where 〈ξ〉 := (1 + |ξ|2)
1
2 . It is a well known fact that for k ∈ N0 the above definition

of W k,p(Rn) agrees with the first definition [26]. Also for s ∈ R and p = 2 the two
definitions agree[26]. It is customary to use Hs,p instead of W s,p for unweighted Bessel
potential spaces. We denote the corresponding weighted spaces by Hs,p

δ . In this paper
(except in Appendix E) we use the first definition. The norm on W k,p

δ (Rn) is equivalent
to the following norm [38, 54]: (since the norms are equivalent we use the same notation
for both norms)

‖u‖Wk,p
δ (Rn) =

∑
|β|≤k

‖〈x〉−δ−
n
p

+|β|∂βu‖Lp(Rn).

When s = 0, we denote W s,p
δ (Rn) by Lpδ(Rn). In particular we have

‖u‖Lpδ(Rn) = ‖〈x〉−δ−
n
p u‖Lp(Rn).

Remark A.1. We take a moment to make the following three observations.
◦ Considering the above formula for the norm, it is obvious that if δ ≤ −n

p
then

〈x〉−δ−
n
p

+|β| ≥ 1 and therefore ‖u‖Wk,p(Rn) ≤ ‖u‖Wk,p
δ (Rn) andW k,p

δ (Rn) ↪→ W k,p(Rn).
◦ Note that if u ∈ Lpδ(Rn) and v ∈ L∞(Rn), then

‖vu‖Lpδ(Rn) = ‖〈x〉−δ−
n
p vu‖Lp(Rn)

≤ ‖v‖∞‖〈x〉−δ−
n
p u‖Lp(Rn)

= ‖v‖∞‖u‖Lpδ(Rn).

◦ It is easy to show that for p ∈ (1,∞), 〈x〉δ′ ∈ Lpδ(Rn) for every δ′ < δ, but 〈x〉δ 6∈
Lpδ(Rn) [38].



ROUGH SOLUTIONS ON ASYMPTOTICALLY FLAT MANIFOLDS 43

Remark A.2. Suppose 1 < p <∞. Note that in the case of unweighted Sobolev spaces,
for s < 0, W s,p(Rn) is defined as the dual of W−s,p′(Rn) . In fact, since W s,p(Rn) is
reflexive, we have (W s,p(Rn))∗ = W−s,p′(Rn) for all s ∈ R. Contrary to the unweighted
case, in case of weighted Sobolev spaces our definition of W s,p

δ (Rn) for s < 0 is not
based on duality. Nevertheless, as it is stated in the next theorem, (W s,p

δ (Rn))∗ can
be identified with W−s,p′

−n−δ(Rn). This identification can be done by defining a suitable
bilinear form W−s,p′

−n−δ(Rn)×W s,p
δ (Rn)→ R [55].

Remark A.3. In the literature, the growth parameter δ has been incorporated in the
definition of weighted spaces in more than one way. Our convention for the growth pa-
rameter agrees with Bartnik’s convention [4] and Maxwell’s convention [38, 41, 40]. The
following items describe how our definition corresponds with the other related definitions
of weighted spaces in the literature:

• For s ∈ Z our spaces W s,p
δ (Rn) correspond with the spaces hsp,ps−pδ−n(Rn) in

[54, 55] and Hs,p
δ (Rn) in [38].

• For s 6∈ Z our spaces W s,p
δ (Rn) correspond with the spaces bsp,p,ps−pδ−n(Rn) in

[54, 55] and W p
s,−δ−n

p
(Rn) in [8].

• For s ∈ R and p = 2 our spaces W s,p
δ (Rn) correspond with the spaces Hs

δ (Rn)
in [38, 41].

The space W s,p
loc (Rn) is defined as the set of distributions u ∈ D′(Rn) for which χu ∈

W s,p(Rn) for all χ ∈ C∞c (Rn). W s,p
loc (Rn) is a Frechet space with the topology defined

by the seminorms pχ(u) = ‖χu‖W s,p(Rn) for χ ∈ C∞c (Rn) [27]. Also C∞(Rn) is dense
in W s,p

loc (Rn).

Theorem A.4. [38, 41, 40, 4, 8, 54, 55] Let p1, p2, p, q ∈ (1,∞), δ, δ1, δ2, δ
′ ∈ R.

(1) If p ≥ q and δ′ < δ then LPδ′(Rn) ⊆ Lqδ(Rn) is continuous.
(2) For s ≥ s′ and δ ≤ δ′ the inclusion W s,p

δ (Rn) ⊆ W s′,p
δ′ (Rn) is continuous.

(3) For s > s′ and δ < δ′ the inclusion W s,p
δ (Rn) ⊆ W s′,p

δ′ (Rn) is compact.
(4) If 0 ≤ sp < n then W s,p

δ (Rn) ⊆ Lrδ(Rn) is continuous for every r with 1
p
− s

n
≤

1
r
≤ 1

p
.

(5) If sp = n then W s,p
δ (Rn) ⊆ Lrδ(Rn) is continuous for every r ≥ p.

(6) If sp > n then W s,p
δ (Rn) ⊆ Lrδ(Rn) is continuous for every r ≥ p. Moreover

W s,p
δ (Rn) ⊆ C0

δ (Rn) is continuous where C0
δ (Rn) is the set of continuous func-

tions f : Rn → R for which ‖f‖C0
δ

:= supx∈Rn(〈x〉−δ|f |) <∞.
(7) If 1

r
= 1

p1
+ 1

p2
< 1, then pointwise multiplication is a continuous bilinear map

Lp1

δ1
(Rn)× Lp2

δ2
(Rn)→ Lrδ1+δ2

(Rn).
(8) Pointwise multiplication is a continuous bilinear map C0

δ1
(Rn) × Lpδ2(Rn) →

Lpδ1+δ2
(Rn).

(9) For s ∈ R (and p ∈ (1,∞)), W s,p
δ (Rn)is a reflexive space and (W s,p

δ (Rn))∗ =

W−s,p′
−n−δ(Rn).

(10) Real Interpolation: Suppose θ ∈ (0, 1). If

s = (1− θ)s0 + θs1,
1

p
=

1− θ
p0

+
θ

p1

, δ = (1− θ)δ0 + θδ1

then W s,p
δ (Rn) = (W s0,p0

δ0
(Rn),W s1,p1

δ1
(Rn))θ,p unless s0, s1 ∈ R with s0 6= s1

and s ∈ Z. In the case where s0 and s1 are not both positive and exactly one of
s0 and s1 is an integer, we additionally assume that p0 = p1 = p.
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(11) Complex Interpolation: Suppose θ ∈ (0, 1). If

s = (1− θ)s0 + θs1,
1

p
=

1− θ
p0

+
θ

p1

, δ = (1− θ)δ0 + θδ1

then W s,p
δ (Rn) = [W s0,p0

δ0
(Rn),W s1,p1

δ1
(Rn)]θ provided s0, s1, s ∈ Z or s0, s1, s 6∈

Z.
Note: The above interpolation facts do not say anything about the case where

s0 or s1 ∈ R \ Z and s ∈ Z.
(12) C∞c (Rn) is dense in W s,p

δ (Rn) for all s ∈ R.

Remark A.5. We define L∞δ (Rn) as follows: f ∈ L∞δ (Rn) ⇔ 〈x〉−δf ∈ L∞(Rn). We
equip this space with the norm ‖f‖L∞δ (Rn) := ‖〈x〉−δf‖L∞(Rn). More generally, for all
k ∈ N0

W k,∞
δ (Rn) := {u ∈ L∞δ (Rn) : ∂αu ∈ L∞δ−|α|(Rn) ∀ |α| ≤ k},

‖u‖Wk,∞
δ (Rn) =

∑
|α|≤k

‖∂αu‖L∞
δ−|α|(R

n).

It is easy to show that C0
δ (Rn) is a subspace of L∞δ (Rn), pointwise multiplication is a

continuous bilinear map L∞δ1 (Rn)×Lpδ2(Rn)→ Lpδ1+δ2
(Rn) and the inclusion L∞

δ̃
(Rn) ⊆

Lpδ(Rn) is continuous for δ̃ < δ and p ∈ (1,∞) [4]. Also if sp > n, then the inclusions
W s,p
δ (Rn) ⊆ C0

δ (Rn) ⊆ L∞δ (Rn) are continuous.
Note that if we let r := 〈x〉 = (1 + |x|2)

1
2 , then for u ∈ L∞δ (Rn) we have

‖u‖L∞δ (Rn) = ess sup
x∈Rn

(r−δ|u|) =⇒ |u| ≤ rδ‖u‖L∞δ (Rn) a.e.

Definition A.6. Let Ω be an open subset of Rn. W s,p
δ (Ω) is defined as the restriction of

W s,p
δ (Rn) to Ω and is equipped with the following norm:

‖u‖W s,p
δ (Ω) = inf

v∈W s,p
δ (Rn),v|Ω=u

‖v‖W s,p
δ (Rn).

When there is no ambiguity about the domain we may write
• W s,p instead of W s,p(Ω),
• W s,p

δ instead of W s,p
δ (Ω),

• ‖.‖W s,p or ‖ · ‖s,p instead of ‖ · ‖W s,p(Ω),
• ‖.‖W s,p

δ
or ‖ · ‖s,p,δ instead of ‖ · ‖W s,p

δ (Ω).

Definition A.7. Let (M,h) be an n-dimensional AF manifold of class Wα,γ
ρ . In addi-

tion, let {(Ui, φi)}mi=1 be the collection of end charts. We can extend this set to an atlas
{(Ui, φi)}ki=1 such that for i > m the set Ūi is compact and φi(Ui) = B1 := {x ∈
Rn : |x| < 1}. Let {χi}ki=1 be a partition of unity subordinate to the cover {Ui}ki=1. The
weighted Sobolev spaceW s,p

δ (M) is the subset ofW s,p
loc (M) consisting of functions u that

satisfy

‖u‖W s,p
δ (M) :=

m∑
i=1

‖(φ−1
i )∗(χiu)‖W s,p

δ (Rn) +
k∑

i=m+1

‖(φ−1
i )∗(χiu)‖W s,p(B1) <∞

The collection {(Ui, φi)}ki=1 is called an AF atlas for M .

Remark A.8. The above definition of W s,p
δ (M) does not depend on the metric h and its

class and it is also independent of the chosen partition of unity, but it is based on the
specific charts that were introduced in the definition of AF manifolds. This definition is
not necessarily coordinate independent (of course see Remark A.10). Indeed, as for the
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case of compact manifolds, one can easily show that different choices for {Ui, φi}ki=m+1

result in equivalent norms; but the dependence of the norm on the end charts is more
critical. In what follows we always assume that one fixed AF atlas is given and we just
work with that fixed atlas.

Remark A.9. By using partition of unity arguments one can prove all the items in
Theorem A.4 for AF manifolds (see below; also for item 9. there are several ways
to construct an isomorphism between (W s,p

δ (M))∗ and W−s,p′
−n−δ(M), see our discus-

sion about duality pairing in Appendix B). Of course note that for instance we have
‖f‖C0

δ (M) := supx∈M([(1 + |x|2)
1
2 ]−δ|f |), where |x| is the geodesic distance from x to

a fixed point O in the compact core. As opposed to Rn, in a general Riemannian man-
ifold |x|2 is not smooth, so there is no advantage in using (1 + |x|2)

1
2 instead of for

example 1 + |x|. In the literature the norms ‖f‖C0
δ (M) := supx∈M((1 + |x|)−δ|f |) and

‖f‖L∞δ (M) = ‖(1+ |x|)−δf‖∞ have also been used for C0
δ (M) and L∞δ (M), respectively.

Clearly these norms are equivalent to the original ones.

Remark A.10. Item (3) in the definition of AF manifolds (Definition 3.1) guarantees
that Lpδ(M) is independent of the chosen AF atlas and in fact ‖u‖Lpδ(M) agrees with the
following norm that uses the natural volume form of M [4] :

‖u‖Lpδ(M) = ‖〈x〉−δ−
n
p u‖Lp(M).

(
‖u‖Lp(M) = (

∫
M

|u|pdVh)
1
p
)
.

Of course it is not necessary to single out weighted Lebesgue spaces and require their
definition to be coordinate independent. One may choose to treat the spaces Lpδ(M) as
general W s,p

δ (M) spaces are treated. This is the reason why in some of the literature
item (3) in Definition 3.1 is not considered as part of the definition.

Here we just show two of the previously stated facts for weighted spaces on Rn are also
true for weighted spaces on AF manifolds. The other items in Theorem A.4 and Remark
A.5 can be proved for AF manifolds in a similar way.

• Continuous Embedding: For s ≥ s′ and δ ≤ δ′the inclusion W s,p
δ (M) ⊆ W s′,p

δ′ (M)
is continuous:

‖u‖
W s′,p
δ′ (M)

=
m∑
i=1

‖(φ−1
i )∗(χiu)‖

W s′,p
δ′ (Rn)

+
k∑

i=m+1

‖(φ−1
i )∗(χiu)‖W s′,p(B1)

�
m∑
i=1

‖(φ−1
i )∗(χiu)‖W s,p

δ (Rn) +
k∑

i=m+1

‖(φ−1
i )∗(χiu)‖W s,p(B1)

= ‖u‖W s,p
δ (M).

• Compact Embedding: For s > s′ and δ < δ′ the inclusion W s,p
δ (M) ⊆ W s′,p

δ′ (M)
is compact:
Let {uj} be a bounded sequence in W s,p

δ : ‖uj‖W s,p
δ
≤ M̃ . We must prove that there

exists a subsequence of {uj} that is Cauchy in W s′,p
δ′ (recall that W s′,p

δ′ is complete).

M̃ ≥ ‖uj‖W s,p
δ

=
m∑
i=1

‖(φ−1
i )∗(χiuj)‖W s,p

δ (Rn) +
k∑

i=m+1

‖(φ−1
i )∗(χiuj)‖W s,p(B1).
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Therefore{
∀ 1 ≤ i ≤ m ∀j ‖(φ−1

i )∗(χiuj)‖W s,p
δ (Rn) ≤ M̃,

∀ m+ 1 ≤ i ≤ k ∀j ‖(φ−1
i )∗(χiuj)‖W s,p(B1) ≤ M̃.

Since W s,p
δ (Rn) ↪→ W s′,p

δ′ (Rn) and W s,p(B1) ↪→ W s′,p(B1) are compact (by Theo-
rem A.4 and Rellich-Kondrachov theorem, respectively), we can conclude that{
∀ 1 ≤ i ≤ m,∃ a subsequence of {(φ−1

i )∗(χiuj)}∞j=1 that converges in W s′,p
δ′ (Rn),

∀ m+ 1 ≤ i ≤ k,∃ a subsequence of {(φ−1
i )∗(χiuj)}∞j=1 that converges in W s′,p(B1).

In fact, by a diagonalization argument we can construct a subsequence {vj} that
converges in the corresponding space for all 1 ≤ i ≤ k (Start with i = 1 and find a
subsequence that converges. Then for i = 2 find a subsequence from the preceding
subsequence that converges and so on. At each step we find a subsequence of the
preceding subsequence). So{

∀ 1 ≤ i ≤ m {(φ−1
i )∗(χivj)}∞j=1 converges in W s′,p

δ′ (Rn),

∀m+ 1 ≤ i ≤ k {(φ−1
i )∗(χivj)}∞j=1 converges in W s′,p(B1).

We claim that {vj} is Cauchy in W s′,p
δ′ (M). Let ε > 0 be given. For each 1 ≤ i ≤ m,

let Ni be such that if l, l̃ > Ni then

‖(φ−1
i )∗(χivl̃)− (φ−1

i )∗(χivl)‖W s′,p
δ′ (Rn)

<
ε

k
.

Also for each m+ 1 ≤ i ≤ k, let Ni be such that if l, l̃ > Ni then

‖(φ−1
i )∗(χivl̃)− (φ−1

i )∗(χivl)‖W s′,p(B1) <
ε

k
.

Now let N = max{N1, ..., Nk}. Clearly for all l, l̃ > N we have

‖vl − vl̃‖W s′,p
δ′ (M)

=
m∑
i=1

‖(φ−1
i )∗(χi(vl − vl̃))‖W s′,p

δ′ (Rn)

+
k∑

i=m+1

‖(φ−1
i )∗(χi(vl − vl̃))‖W s′,p(B1)

< k
ε

k
= ε.

This proves that {vj} is Cauchy in W s′,p
δ′ (M).

Theorem A.11. [7, 61] If s1 − n
p1
≥ s0 − n

p0
, 1 < p1 ≤ p0 < ∞, s1 ≥ s0 ≥ 0,

then W s1,p1(Ω) ↪→ W s0,p0(Ω) (that is, W s1,p1(Ω) ⊆ W s0,p0(Ω) and the inclusion map is
continuous).

Remark A.12. Note that if Ω is a bounded domain, then the restriction p1 ≤ p0 can
be removed. Indeed, if Ω is bounded and p1 > p0 then Lp1 ⊆ Lp0 and consequently if
k ≥ l ∈ N0 then W k,p1(Ω) ↪→ W k,p0(Ω) ↪→ W l,p0(Ω). The claim can be proved by
interpolation for the cases where s0 or s1 are not integers (the details are similar to the
proof of Lemma A.14 below).

Lemma A.13. Let k ∈ N0, δ ∈ R and p ∈ (1,∞). Then

u ∈ W k,p
δ (Rn)⇐⇒ ∂αu ∈ Lpδ−|α|(R

n) ∀ |α| ≤ k.
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Proof. (Lemma A.13) The case k = 0 is obvious. In general we have

u ∈ W k,p
δ ⇐⇒ ‖u‖Wk,p

δ
<∞⇐⇒ ∀ |α| ≤ k ‖〈x〉−δ−

n
p

+|α|∂αu‖Lp <∞

⇐⇒ ∀ |α| ≤ k ‖〈x〉−(δ−|α|)−n
p ∂αu‖Lp <∞

⇐⇒ ∀ |α| ≤ k ∂αu ∈ Lpδ−|α|.

�

Lemma A.14. Let s ∈ R, p, q ∈ (1,∞). If p ≥ q and δ′ < δ, then W s,p
δ′ (Rn) ↪→

W s,q
δ (Rn).

Proof. (Lemma A.14) We consider three cases:

• Case 1: s = k ∈ N0.

u ∈ W k,p
δ′ ⇒ ∀ |α| ≤ k ∂αu ∈ Lpδ′−|α|
⇒ ∀ |α| ≤ k ∂αu ∈ Lqδ−|α| (by item1. of Theorem A.4)

⇒ u ∈ W k,q
δ .

In fact,

‖u‖k,q,δ =
∑
|β|≤k

‖〈x〉−δ−
n
p

+|β|∂βu‖Lq(Rn) =
∑
|β|≤k

‖〈x〉−(δ−|β|)−n
p ∂βu‖Lq(Rn)

=
∑
|β|≤k

‖∂βu‖Lq
δ−|β|(R

n) �
∑
|β|≤k

‖∂βu‖Lp
δ′−|β|(R

n) (Lpδ′−|β| ↪→ Lqδ−|β|)

=
∑
|β|≤k

‖〈x〉−δ
′−n

p
+|β|∂βu‖Lp(Rn) = ‖u‖k,p,δ′ .

• Case 2: s ≥ 0, s 6∈ N0.
Let k = bsc, θ = s− k. By what was proved in the previous case

W k,p
δ′ ↪→ W k,q

δ , W k+1,p
δ′ ↪→ W k+1,q

δ .

Since s = (1− θ)k + θ(k + 1), the claim follows from real interpolation.

• Case 3: s < 0.
By assumption p ≥ q and δ′ < δ, therefore

p′ ≤ q′, −n− δ′ > −n− δ.
Here p′ and q′ are the conjugates of p and q, respectively. Thus by what was proved
in the previous cases we have

W−s,q′
−n−δ ↪→ W−s,p′

−n−δ′ .

The result follows by taking the dual.

�

Lemma A.15. Let the following assumptions hold:
(i) 1 < p ≤ r <∞,

(ii) t, s ∈ R with 0 ≤ t ≤ s,
(iii) s− n

p
≥ t− n

r
.

Then: For all δ ∈ RW s,p
δ ↪→ W t,r

δ .
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Proof. (Lemma A.15) In the proof we use the fact that if 1 ≤ α ≤ β, then lα ↪→ lβ (lα

denotes the space of α-power summable sequences); in fact for any sequence a = {aj},
‖a‖lβ ≤ ‖a‖lα . From the assumption it follows that W s,p ↪→ W t,r and so

‖u‖t,r,δ =
[ ∞∑
j=0

2−rδj‖S2j(ϕju)‖rt,r
] 1
r �

[ ∞∑
j=0

2−rδj‖S2j(ϕju)‖rs,p
] 1
r

=
[ ∞∑
j=0

(2−δj‖S2j(ϕju)‖s,p)r
] 1
r ≤

[ ∞∑
j=0

(2−δj‖S2j(ϕju)‖s,p)p
] 1
p

= ‖u‖s,p,δ (Note that p ≤ r and so ‖ · ‖lr ≤ ‖ · ‖lp).

�

Theorem A.16 (Embedding Theorem I). Let the following assumptions hold:
(i) 1 < p ≤ r <∞,

(ii) t, s ∈ R with t ≤ s,
(iii) s− n

p
≥ t− n

r
.

Then: If δ′ ≤ δ then W s,p
δ′ ↪→ W t,r

δ .

Proof. (Theorem A.16) Note that, since δ′ ≤ δ, W s,p
δ′ ↪→ W s,p

δ , so we just need to show
that W s,p

δ ↪→ W t,r
δ . By Lemma A.15 we know that the claim is true for the case 0 ≤ t.

So we just need to consider the case where t < 0.

• Case 1: t < 0, s ≤ 0

It is enough to show that (W t,r
δ )∗ ↪→ (W s,p

δ )∗, that is, we need to prove that

W−t,r′
−n−δ ↪→ W−s,p′

−n−δ.

Note that −t and −s are nonnegative so we just need to check that the assumptions
of Lemma A.15 hold true:

t ≤ s ≤ 0⇒ 0 ≤ −s ≤ −t
1 < p ≤ r ⇒ 1 < r′ ≤ p′

s− n

p
≥ t− n

r
⇒ s+

n

r
− n ≥ t+

n

p
− n⇒ s− n

r′
≥ t− n

p′
⇒ −t− n

r′
≥ −s− n

p′
.

• Case 2: t < 0, s > 0

In this case we will prove that there exists q ≥ 1 such that

W s,p
δ ↪→ Lqδ ↪→ W t,r

δ

By what was proved previously, in order to make sure that the above inclusions hold
true it is enough to find q such that

t− n

r
≤ 0− n

q
≤ s− n

p
(⇔ − s

n
+

1

p
≤ 1

q
≤ − t

n
+

1

r
)

p ≤ q ≤ r (⇔ 1

r
≤ 1

q
≤ 1

p
)

Note that by assumption − s
n

+ 1
p
≤ − t

n
+ 1

r
. If − s

n
+ 1

p
= − t

n
+ 1

r
, then q defined

by 1
q

= − s
n

+ 1
p
(= − t

n
+ 1

r
) clearly satisfies the desired conditions. So it remains
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to consider the case where − s
n

+ 1
p
< − t

n
+ 1

r
. The inequalities in the first line are

satisfied if and only if

1

q
= − s

n
+

1

p
+ σ(

s− t
n

+
1

r
− 1

p
).

for some σ ∈ [0, 1]. The question is “can we choose σ so that the above expression
lies between 1

r
and 1

p
?” We want to find σ ∈ [0, 1] such that

1

r
≤ − s

n
+

1

p
+ σ(

s− t
n

+
1

r
− 1

p
) ≤ 1

p

That is we want to find σ ∈ [0, 1] such that
1
r
− 1

p
+ s

n

s−t
n

+ 1
r
− 1

p

≤ σ ≤
s
n

s−t
n

+ 1
r
− 1

p

.

Note that since 1
r
≤ 1

p
clearly

1
r
− 1

p
+ s

n

s−t
n

+ 1
r
− 1

p

≤
s
n

s−t
n

+ 1
r
− 1

p

.

So it would be possible to find σ if and only if
s
n

s−t
n

+ 1
r
− 1

p

≥ 0 and
1
r
− 1

p
+ s

n

s−t
n

+ 1
r
− 1

p

≤ 1.

The first inequality is true because by assumption s > 0 and s − n
p
≥ t − n

r
. The

second inequality is true because by assumption t < 0 and
1
r
− 1

p
+ s

n

s−t
n

+ 1
r
− 1

p

≤ 1⇔ 1

r
− 1

p
+
s

n
≤ s− t

n
+

1

r
− 1

p
⇔ t

n
≤ 0.

�

Theorem A.17 (Embedding Theorem II). Let the following assumptions hold:
(i) 1 < p, r <∞,

(ii) t, s ∈ R with t ≤ s,
(iii) s− n

p
≥ t− n

r
,

(iv) δ′ is strictly less than δ.
Then: W s,p

δ′ ↪→ W t,r
δ . (Note that if p > r, then the third assumption follows from the

second assumption.)

Proof. (Theorem A.17) If p ≤ r, then the claim follows from Theorem A.16. Let’s
assume p > r. Then by Lemma A.14 we have W s,p

δ′ ↪→ W s,r
δ and by Theorem A.4 we

have W s,r
δ ↪→ W t,r

δ . Consequently W s,p
δ′ ↪→ W t,r

δ . �

Lemma A.18 (Multiplication by bounded smooth functions). Let σ ∈ R, q ∈ [1,∞)
(if σ < 0, q 6= 1). Let N = d|σ|e. If f ∈ BCN(Rn) and u ∈ W σ,q(Rn), then fu ∈
W σ,q(Rn) and moreover ‖fu‖σ,q � ‖u‖σ,q (the implicit constant depends on f but it
does not depend on u).

Proof. (Lemma A.18) The proof consists of four steps:

• Step 1: σ = k ∈ N0. The claim is proved in [20].
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• Step 2: 0 < σ < 1. The claim has been proved in [48] for the case where σ ∈ (0, 1),
f is Lipschitz continuous and 0 ≤ f ≤ 1. With an obvious modification that proof
also works for the case where f ∈ BC1(Rn).

• Step 3: 1 < σ 6∈ N. In this case we can proceed as follows: Let k = bσc, θ = σ− k.

‖fu‖σ,q = ‖fu‖k,q +
∑
|ν|=k

‖∂ν(fu)‖θ,q

≤ ‖fu‖k,q +
∑
|ν|=k

∑
β≤ν

‖∂ν−βf∂βu‖θ,q

� ‖u‖k,q +
∑
|ν|=k

∑
β≤ν

‖∂βu‖θ,q (by Step1 and Step2)

= ‖u‖σ,q +
∑
|ν|=k

∑
β<ν

‖∂βu‖θ,q

� ‖u‖σ,q +
∑
|ν|=k

∑
β<ν

‖u‖θ+|β|,q (∂β : W θ+|β|,q → W θ,qis continuous)

� ‖u‖σ,q +
∑
|ν|=k

∑
β<ν

‖u‖σ,q (θ + |β| < σ ⇒ W σ,q ↪→ W θ+|β|,q)

� ‖u‖σ,q.
• Step 4: σ < 0. For this case we use a duality argument:

‖fu‖σ,q = sup
v∈W−σ,q\{0}

|〈fu, v〉|
‖v‖−σ,q

= sup
v∈W−σ,q\{0}

|〈u, fv〉|
‖v‖−σ,q

≤ sup
v∈W−σ,q\{0}

‖u‖σ,q‖fv‖−σ,q
‖v‖−σ,q

� sup
v∈W−σ,q\{0}

‖u‖σ,q‖v‖−σ,q
‖v‖−σ,q

= ‖u‖σ,q.

�

Lemma A.19. Let σ, δ ∈ R, q ∈ (1,∞). Let N = b|σ|c + 1. Suppose f ∈ CN(Rn) is
such that for all multi-indices ν with |ν| ≤ N

|∂νf(x)| ≤ b(ν)|x|−|ν|,

where b(ν) are appropriate numbers independent of x. If u ∈ W σ,q
δ (Rn), then fu ∈

W σ,q
δ (Rn) and moreover ‖fu‖σ,q,δ � ‖u‖σ,q,δ where the implicit constant depends on

b(ν).

Proof. (Lemma A.19) The case σ ≥ 0 is a special case of Lemma 3 in [54]. For the case
σ < 0 we may use a duality argument exactly similar to the proof of Lemma A.18. �

Most of the claims of the following lemma are discussed in [61] for s ≥ 0. The
argument in [61] in part is based on a similar multiplication lemma for Besov spaces. An
entirely different approach to the proof which includes some cases that are not considered
in [61] can be found in [6]. By using a duality argument one can extend the proof to
negative values of s [32, 2, 6].
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Lemma A.20 (Multiplication Lemma, Unweighted spaces). Let si ≥ s with s1 +s2 ≥ 0,
and 1 < p, pi <∞ (i = 1, 2) be real numbers satisfying

si − s ≥ n(
1

pi
− 1

p
), (if si = s 6∈ Z, then let pi ≤ p)

s1 + s2 − s > n(
1

p1

+
1

p2

− 1

p
) ≥ 0.

In case s < 0, in addition let

s1 + s2 > n(
1

p1

+
1

p2

− 1) (equality is allowed if min(s1, s2) < 0).

Also in case where s1 + s2 = 0 and min(s1, s2) 6∈ Z, in addition let 1
p1

+ 1
p2
≥ 1. Then

the pointwise multiplication of functions extends uniquely to a continuous bilinear map

W s1,p1(Rn)×W s2,p2(Rn)→ W s,p(Rn).

Remark A.21. Note that in case si = s 6∈ Z, the condition pi ≤ p together with
si − s ≥ n( 1

pi
− 1

p
) in fact implies that we must have pi = p.

Corollary A.22. Let si ≥ s with s1 + s2 ≥ 0, and 2 ≤ p <∞ (i = 1, 2) be real numbers
satisfying

s1 + s2 − s >
n

p
.

Then the pointwise multiplication of functions extends uniquely to a continuous bilinear
map

W s1,p(Rn)×W s2,p(Rn)→ W s,p(Rn).

Corollary A.23. As a direct consequence of the multiplication lemma we have:
• If p ∈ (1,∞) and s ∈ (n

p
,∞), then W s,p(Rn) is a Banach algebra.

• Let p ∈ (1,∞) and s ∈ (n
p
,∞). Suppose q ∈ (1,∞) and σ ∈ [−s, s] satisfy

σ− n
q
∈ [−n− s+ n

p
, s− n

p
]; in case s 6∈ N0, q < p, in addition assume σ 6= ±s.

Then the pointwise multiplication is bounded as a map W s,p(Rn)×W σ,q(Rn)→
W σ,q(Rn).

Lemma A.24 (Multiplication Lemma, Weighted spaces). Assume that s, s1, s2 and that
1 < p, p1, p2 <∞ are real numbers satisfying

(i) si ≥ s (i = 1, 2) (if si = s 6∈ Z, then let pi ≤ p),
(ii) s1 + s2 ≥ 0 (if s1 + s2 = 0 and min(s1, s2) 6∈ Z, then let 1

p1
+ 1

p2
≥ 1),

(iii) si − s ≥ n( 1
pi
− 1

p
) (i = 1, 2),

(iv) s1 + s2 − s > n( 1
p1

+ 1
p2
− 1

p
) ≥ 0.

In case min(s1, s2) < 0, in addition let
(v) s1 + s2 ≥ n( 1

p1
+ 1

p2
− 1).

In case s < 0 and min(s1, s2) ≥ 0, we assume the above inequality is strict (s1 + s2 >
n( 1

p1
+ 1

p2
−1)). Then for all δ1, δ2 ∈ R, the pointwise multiplication of functions extends

uniquely to a continuous bilinear map

W s1,p1

δ1
(Rn)×W s2,p2

δ2
(Rn)→ W s,p

δ1+δ2
(Rn).

Proof. (Lemma A.24) A proof for the case p1 = p2 = p = 2 is given in [38] [Lemma
3.5]. In what follows we use Lemma A.20 to extend that proof to our general setting. In
our proof we will make use of the following facts:
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• Fact 1: If f is a smooth function with compact support and u ∈ W t,q then fu ∈ W t,q

and ‖fu‖W t,q � ‖u‖W t,q (this is in fact a special case of Lemma A.18).

• Fact 2: For all j, S2jϕj = S2jS2−jϕ = ϕ. So S2jϕj is zero if x 6∈ B2 \B 1
2
.

• Fact 3: If 1 ≤ α ≤ β, then lα ↪→ lβ ; in fact for any sequence a = {aj}, ‖a‖lβ ≤
‖a‖lα .

• Fact 4: For ak > 0 we have :
∑m

k=1 a
p
k ∼ (

∑m
k=1 ak)

p

(that is
∑m

k=1 a
p
k � (

∑m
k=1 ak)

p �
∑m

k=1 a
p
k).

• Fact 5: ‖Sru‖W s,p ≤ C(r, s, p, n)‖u‖W s,p .

Now let’s start proving the lemma. Suppose ui ∈ W si,pi
δi

. Let ϕj = 0 for j < 0. We have

S2j(ϕju1u2) = S2j(ϕj)S2ju1S2ju2.

By Fact 2, S2jϕj is zero if x 6∈ B2 \ B 1
2
. Also it is easy to see that for x ∈ B2 \ B 1

2
,

ϕk(2
jx) = 0 if k 6∈ {j−1, j, j+1}. Since for all x,

∑∞
k=0 ϕk(2

jx) = 1, we can conclude
that for x ∈ B2 \B 1

2

j+1∑
k=j−1

ϕk(2
jx) = 1.

Therefore for all x

S2j(ϕju1u2) = S2j(ϕj)

j+1∑
k=j−1

S2j(ϕku1)

j+1∑
l=j−1

S2j(ϕlu2).

Now by Fact 1 we have

‖S2j(ϕju1u2)‖pW s,p �
j+1∑

k,l=j−1

‖S2j(ϕku1)S2j(ϕlu2)‖pW s,p ,

and by the multiplication lemma for the corresponding unweighted Sobolev spaces we
get

‖S2j(ϕju1u2)‖pW s,p �
j+1∑

k,l=j−1

‖S2j(ϕku1)‖pW s1,p1‖S2j(ϕlu2)‖pW s2,p2

�
j+1∑

k,l=j−1

‖S2j−kS2k(ϕku1)‖pW s1,p1‖S2j−lS2l(ϕlu2)‖pW s2,p2 .

S2j−k is one of S2−1 , S20 , or S21 . So, by Fact 5

j+1∑
k=j−1

‖S2j−kS2k(ϕku1)‖pW s1,p1 ≤
j+1∑

k=j−1

(‖S2−1S2k(ϕku1)‖pW s1,p1 + ‖S20S2k(ϕku1)‖pW s1,p1

+ ‖S21S2k(ϕku1)‖pW s1,p1 )

�
j+1∑

k=j−1

‖S2k(ϕku1)‖pW s1,p1
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and the similar result is true for
∑j+1

l=j−1 ‖S2j−lS2l(ϕlu2)‖pW s2,p2 . Consequently

‖S2j(ϕju1u2)‖pW s,p �
j+1∑

k,l=j−1

‖S2k(ϕku1)‖pW s1,p1‖S2l(ϕlu2)‖pW s2,p2

� (

j+1∑
k=j−1

‖S2k(ϕku1)‖W s1,p1 )p(

j+1∑
l=j−1

‖S2l(ϕlu2)‖W s2,p2 )p

There fore
∞∑
j=0

2−p(δ1+δ2)j‖S2j(ϕju1u2)‖pW s,p

�
∞∑
j=0

[
2−pδ1j(

j+1∑
k=j−1

‖S2k(ϕku1)‖W s1,p1 )p 2−pδ2j(

j+1∑
l=j−1

‖S2l(ϕlu2)‖W s2,p2 )p
]
.

Let

aj = 2−δ1j
j+1∑

k=j−1

‖S2k(ϕku1)‖W s1,p1

bj = 2−δ2j
j+1∑
l=j−1

‖S2l(ϕlu2)‖W s2,p2 .

So we have

‖u1u2‖W s,p
δ1+δ2

=
[ ∞∑
j=0

2−p(δ1+δ2)j‖S2j(ϕju1u2)‖pW s,p

] 1
p �

[ ∞∑
j=0

(ajbj)
p
] 1
p .

Now let r be such that 1
r

= 1
p1

+ 1
p2

. By assumption 1
p1

+ 1
p2
− 1

p
≥ 0 and so r ≤ p. Thus

by Fact 3 and Holder’s inequality we get[ ∞∑
j=0

(ajbj)
p
] 1
p ≤

[ ∞∑
j=0

(ajbj)
r
] 1
r

≤
[ ∞∑
j=0

(aj)
p1
] 1
p1

[ ∞∑
j=0

(bj)
p2
] 1
p2

�
[ ∞∑
j=0

2−p1δ1j

j+1∑
k=j−1

‖S2k(ϕku1)‖p1

W s1,p1

] 1
p1

[ ∞∑
j=0

2−p2δ2j

j+1∑
l=j−1

‖S2l(ϕlu2)‖p2

W s2,p2

] 1
p2

�
[ ∞∑
j=0

2−p1δ1j‖S2j(ϕju1)‖p1

W s1,p1

] 1
p1

[ ∞∑
j=0

2−p2δ2j‖S2j(ϕju2)‖p2

W s2,p2

] 1
p2

= ‖u1‖W s1,p1
δ1

‖u2‖W s2,p2
δ2

.

This proves ‖u1u2‖W s,p
δ1+δ2

� ‖u1‖W s1,p1
δ1

‖u2‖W s2,p2
δ2

. �

Remark A.25. By using partition of unity and charts one can show that the above lemma
also holds for AF manifolds.
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Corollary A.26 (The case where p1 = p2 = p). Assume s ≤ min{s1, s2}, s1 + s2 >
s+ n

p
, s1 + s2 ≥ 0, s1 + s2 > n(2

p
− 1) and δ1 + δ2 ≤ δ, then the multiplication

W s1,p
δ1
×W s2,p

δ2
→ W s,p

δ ,

is continuous.

Corollary A.27. Let p ∈ (1,∞), s ∈ (n
p
,∞), and δ < 0, then the space W s,p

δ is an
algebra.

Lemma A.28. Let the following assumptions hold:

• f : R→ R is smooth,
• u ∈ W s,p

ρ (Rn), where s > n
p
, ρ < 0, and p ∈ (1,∞),

• v ∈ W σ,q
δ (Rn), where δ ∈ R, q ∈ (1,∞) and (i) σ ∈ [−s, s] (σ 6= ±s if s 6∈ N0

and q < p), (ii) σ − n
q
∈ [−n− s+ n

p
, s− n

p
].

Then: f(u)v ∈ W σ,q
δ (Rn) and moreover the map taking (u, v) to f(u)v is continuous.

Proof. (Lemma A.28) A proof for the case p = q = 2 is given in [38] [Lemma 3.6].
Here we use the multiplication lemma to extend that proof to our general setting. In the
proof we make use of the following facts:

• Fact 1: If η is a smooth function with compact support, f is as in the statement of
lemma, and u ∈ W t,q with tq > n, then ηf(u) ∈ W t,q and the map taking u to ηf(u)
is continuous from W t,q to W t,q.

• Fact 2: For all j, S2jϕj = S2jS2−jϕ = ϕ. So S2jϕj is zero if x 6∈ B2 \ B 1
2
. Also it

is easy to see that for x ∈ B2 \ B 1
2
, ϕk(2jx) = 0 if k 6∈ {j − 1, j, j + 1}. Since for

all x,
∑∞

k=0 ϕk(2
jx) = 1, we can conclude that for x ∈ B2 \B 1

2

j+1∑
k=j−1

ϕk(2
jx) = 1.

• Fact 3: ‖Sru‖W t,e ≤ C(r, t, e, n)‖u‖W t,e .

We prove the lemma in six steps:
Step 1: Suppose u and v satisfy the hypotheses of the lemma. Then considering Fact

2 and the fact that W s,p ×W σ,q ↪→ W σ,q , we can write

‖f(u)v‖q
Wσ,q
δ

=
∞∑
j=0

2−qδj‖S2j(ϕjf(u)v)‖qWσ,q

=
∞∑
j=0

2−qδj‖
j+1∑

k=j−1

(S2jϕk)f(

j+1∑
i=j−1

S2j−iS2i(ϕiu))S2j(ϕjv)‖qWσ,q

�
∞∑
j=0

2−qδj‖
j+1∑

k=j−1

(S2jϕk)f(

j+1∑
i=j−1

S2j−iS2i(ϕiu))‖qW s,p‖S2j(ϕjv)‖qWσ,q .
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In the second line above we made use of the following equality over B2 \B 1
2

S2jf(u) = f(S2ju) = f(u(2jx)) = f(

j+1∑
i=j−1

ϕi(2
jx)u(2jx)) = f(

j+1∑
i=j−1

S2j(ϕiu))

= f(

j+1∑
i=j−1

S2j−iS2i(ϕiu)).

For all j define

Rju =

j+1∑
i=j−1

S2j−iS2i(ϕiu).

So we have

‖f(u)v‖q
Wσ,q
δ
�

∞∑
j=0

2−qδj‖
j+1∑

k=j−1

(S2jϕk)f(Rju)‖qW s,p‖S2j(ϕjv)‖qWσ,q .

Step 2: Note that if g ∈ W s,p
ρ since ρ < 0 we have S2i(ϕig) → 0 in W s,p as i → ∞.

Indeed, 2−pρi ≥ 1 and therefore we may write

‖g‖p
W s,p
ρ
<∞⇒

∞∑
i=0

2−pρi‖S2i(ϕig)‖pW s,p <∞⇒
∞∑
i=0

‖S2i(ϕig)‖pW s,p <∞

⇒ lim
i→∞

S2i(ϕig) = 0 inW s,p

Moreover it follows from 2−pρi ≥ 1 that if g ∈ W s,p
ρ with ρ < 0 then it holds that

‖S2i(ϕig)‖W s,p ≤ ‖g‖W s,p
ρ

for all i ≥ 0. Also we have

‖Rjg − 0‖W s,p = ‖
j+1∑
i=j−1

S2j−iS2i(ϕig)‖W s,p ≤
j+1∑
i=j−1

‖S2j−iS2i(ϕig)‖W s,p

≤
j+1∑
i=j−1

(‖S2−1S2i(ϕig)‖W s,p + ‖S20S2i(ϕig)‖W s,p

+ ‖S21S2i(ϕig)‖W s,p)

�
j+1∑
i=j−1

‖S2i(ϕig)‖W s,p → 0.

Step 3: Let ηj :=
∑j+1

k=j−1(S2jϕk). For j > 1 we may write

j+1∑
k=j−1

(S2jϕk) =

j+1∑
k=j−1

S2jS2−kϕ =

j+1∑
k=j−1

S2jS2−kS2ϕ1 =

k−j=1∑
k−j=−1

S2j−k+1ϕ1

=
2∑
i=0

S2iϕ1 =: η.

That is for j > 1, ηj does not depend on j. Now, by Step 2, we know that Rju → 0
in W s,p. So it follows from Fact 1 that ηf(Rju) → ηf(0) in W s,p. Consequently
{‖ηf(Rju)‖W s,p}∞j=2 is a bounded sequence:

∃M1 such that ∀ j ≥ 2 ‖ηf(Rju)‖W s,p < M1.
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Let

M = max{M1, ‖η1f(R1u)‖W s,p , ‖η0f(R0u)‖W s,p}

(M is independent of j but it may depend on u).
So by what was proved in Step 1 we have

‖f(u)v‖q
Wσ,q
δ
�

∞∑
j=0

2−qδjM q‖S2j(ϕjv)‖qWσ,q = M q‖v‖q
Wσ,q
δ
.

This shows that f(u)v is in W σ,q
δ . Now it remains to prove the continuity.

Step 4: Let (uk, vk) be a sequence in W s,p
ρ ×W

σ,q
δ that converges to (u, v) ∈ W s,p

ρ ×
W σ,q
δ . We must show that f(uk)vk → f(u)v in W σ,q

δ . Note that

f(u)v − f(uk)vk = f(u)(v − vk) + (f(u)− f(uk))vk.

By what was proved in Step 3, we have

‖f(u)(v − vk)‖Wσ,q
δ
� ‖v − vk‖Wσ,q

δ
→ 0.

So it remains to show that ‖(f(u)− f(uk))vk‖Wσ,q
δ
→ 0.

Step 5: By calculations similar to what was done in Step 1 we have

‖(f(u)− f(uk))vk‖qWσ,q
δ
�

∞∑
j=0

2−qδj‖ηj(f(Rju)− f(Rjuk))‖qW s,p‖S2j(ϕjvk)‖qWσ,q

� ‖vk‖qWσ,q
δ

sup
j≥0
‖ηj(f(Rju)− f(Rjuk))‖qW s,p .

Note that {vk} is convergent and so {vk} is bounded in W σ,q
δ . Thus it is enough to show

that supj≥0 ‖ηj(f(Rju)− f(Rjuk))‖W s,p → 0 as k →∞.
Step 6: We need to show

∀ ε > 0 ∃ N s.t. ∀ k ≥ N sup
j≥0
‖ηj(f(Rju)− f(Rjuk))‖W s,p < ε.

Let ε > 0 be given. Note that

‖ηj(f(Rju)−f(Rjuk))‖W s,p ≤ ‖ηj(f(Rju)−f(0))‖W s,p +‖ηj(f(0)−f(Rjuk))‖W s,p .
(A.1)

Let’s start by considering the first term on RHS. By Fact 1, there exists α > 0 such that
if ‖g‖W s,p < α then ‖ηj(f(g)− f(0))‖W s,p < ε

4
. Note that for j > 1, ηj does not depend

on j and so α can be chosen independent of j. By Step 2 we know that Rju→ 0 in W s,p

and so there exists a number P ≥ 2 such that for j ≥ P , ‖Rju‖W s,p < α
2

. It follows that

∀ j ≥ P ‖ηj(f(Rju)− f(0))‖W s,p <
ε

4

So

sup
j≥P
‖ηj(f(Rju)− f(0))‖W s,p ≤ ε

4
. (A.2)

Now we show that there existsN1 such that if k ≥ N1 then it holds that supj≥P ‖η(f(0)−
f(Rjuk))‖W s,p ≤ ε

4
. (Note that since P ≥ 2 we have ηj = η.)

• Claim: For all j, Rjuk → Rju in W s,p uniformly with respect to j as k →∞.
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• Proof of the claim: By what was stated in Step 2, since we have that ρ < 0,
‖S2i(ϕi(uk − u))‖W s,p ≤ ‖uk − u‖W s,p

ρ
for all i, and we have

‖Rj(uk − u)‖W s,p �
j+1∑
i=j−1

‖S2i(ϕi(uk − u))‖W s,p ≤
j+1∑
i=j−1

‖uk − u‖W s,p
ρ

= 3‖uk − u‖W s,p
ρ
→ 0 uniform in j as k →∞

Therefore
∃N1 s.t. ∀j ∀k ≥ N1 ‖Rj(uk − u)‖W s,p <

α

2
.

In particular, for all j ≥ P and k ≥ N1 we have

‖Rjuk‖W s,p ≤ ‖Rj(uk − u)‖W s,p + ‖Rju‖W s,p <
α

2
+
α

2
= α.

Consequently for all j ≥ P and k ≥ N1 we have

‖η(f(0)− f(Rjuk))‖W s,p <
ε

4
,

which implies
∀ k ≥ N1 sup

j≥P
‖η(f(0)− f(Rjuk))‖W s,p ≤ ε

4
. (A.3)

From (A.1), (A.2), and (A.3) we get

∀ k ≥ N1 sup
j≥P
‖ηj(f(Rju)− f(Rjuk))‖W s,p ≤ ε

2
.

Now note that by the claim that was proved above, we know that Rjuk → Rju in W s,p.
So by Fact 1, ‖ηj(f(Rju)− f(Rjuk))‖W s,p → 0 for any fixed j as k →∞. In particular
for 0 ≤ j ≤ P − 1,

∃Mj s.t. ∀ k ≥Mj ‖ηj(f(Rju)− f(Rjuk))‖W s,p <
ε

2
.

So if we let N = max{N1,M0,M1, ...,MP−1}, then for all k ≥ N

sup
j≥P
‖ηj(f(Rju)− f(Rjuk))‖W s,p ≤ ε

2

sup
0≤j≤P−1

‖ηj(f(Rju)− f(Rjuk))‖W s,p ≤ ε

2
.

That is
∀ k ≥ N sup

j≥0
‖ηj(f(Rju)− f(Rjuk))‖W s,p ≤ ε

2
< ε,

which is exactly what we wanted to prove. �

Remark A.29. Obviously the above result also holds true if f is only smooth on an open
interval containing the range of u. By using partition of unity and charts one can show
that the claim also holds for AF manifolds (of any class).

Corollary A.30. Suppose f : R → R is smooth and f(0) = 0. If u ∈ W s,p
ρ where

sp > n, ρ < 0 then f(u) ∈ W s,p
ρ and the map taking u to f(u) is continuous from W s,p

ρ

to W s,p
ρ .

Proof. (Corollary A.30) f(0) = 0, so by Taylor’s theorem we have f(x) = xF (x)
where F is smooth. Therefore by the previous lemma, f(u) = uF (u) ∈ W s,p

ρ and
moreover the map taking u to f(u) = uF (u) is continuous from W s,p

ρ to W s,p
ρ . �

Lemma A.31. Let the following assumptions hold:
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• p ∈ (1,∞), s ∈ (n
p
,∞), δ < 0 and u ∈ W s,p

δ ,
• ν ∈ R, σ ∈ [−1, 1], θ = 1

p
− s−1

n
, 1
q
∈ (1+σ

2
θ, 1− 1−σ

2
θ) and v ∈ W σ,q

ν ,
• f : [inf u, supu] → R is a smooth function. (Note that W s,p

δ ↪→ C0
δ ↪→ L∞ and

therefore inf u and supu are finite numbers.)
Then:

‖vf(u)‖σ,q,ν � ‖v‖σ,q,ν(‖f(u)‖∞ + ‖f ′(u)‖∞‖u‖s,p,δ).

Proof. (Lemma A.31) First we prove the claim for the case σ = 1. We have

‖vf(u)‖1,q,ν � ‖〈x〉−ν−
n
q vf(u)‖Lq + ‖〈x〉−ν−

n
q

+1∇(vf(u))‖Lq

� ‖〈x〉−ν−
n
q vf(u)‖Lq + ‖〈x〉−ν−

n
q

+1(∇v)f(u)‖Lq

+ ‖〈x〉−ν−
n
q

+1vf ′(u)∇u‖Lq

� ‖〈x〉−ν−
n
q v‖Lq‖f(u)‖L∞ + ‖〈x〉−ν−

n
q

+1∇v‖Lq‖f(u)‖L∞

+ ‖〈x〉−(ν−1)−n
q v∇u‖Lq‖f ′(u)‖L∞

(note that f is smooth on [inf u, supu] so f(u) ∈ L∞, f ′(u) ∈ L∞)

� ‖v‖1,q,ν‖f(u)‖L∞ + ‖v∇u‖Lqν−1
‖f ′(u)‖L∞

� ‖v‖1,q,ν‖f(u)‖L∞ + ‖v‖1,q,ν‖∇u‖s−1,p,δ−1‖f ′(u)‖L∞

(
1

q
≥ θ so W 1,q

ν ×W
s−1,p
δ−1 ↪→ Lqδ+ν−1 ↪→ Lqν−1)

� ‖v‖1,q,ν‖f(u)‖L∞ + ‖v‖1,q,ν‖u‖s,p,δ‖f ′(u)‖L∞
= ‖v‖1,q,ν(‖f(u)‖L∞ + ‖f ′(u)‖L∞‖u‖s,p,δ).

Now we prove the case σ = −1 by a duality argument. Note that

‖vf(u)‖−1,q,ν = sup
η∈C∞c

|〈vf(u), η〉
W−1,q
ν ×W 1,q′

−n−ν
|

‖η‖1,q′,−n−ν
.

We have
|〈vf(u), η〉

W−1,q
ν ×W 1,q′

−n−ν
|

‖η‖1,q′,−n−ν
=
|〈v, f(u)η〉

W−1,q
ν ×W 1,q′

−n−ν
|

‖η‖1,q′,−n−ν

≤ ‖v‖−1,q,ν‖f(u)η‖1,q′,−n−ν

‖η‖1,q′,−n−ν

By assumption 1
q
< 1− θ, so 1

q′
> θ and thus we can apply what was proved for the case

σ = 1 to ‖f(u)η‖1,q′,−n−ν :

‖v‖−1,q,ν‖f(u)η‖1,q′,−n−ν

‖η‖1,q′,−n−ν
� ‖v‖−1,q,ν [‖η‖1,q′,−n−ν(‖f(u)‖L∞ + ‖f ′(u)‖L∞‖u‖s,p,δ)]

‖η‖1,q′,−n−ν

= ‖v‖−1,q,ν(‖f(u)‖L∞ + ‖f ′(u)‖L∞‖u‖s,p,δ).
Therefore

‖vf(u)‖−1,q,ν � ‖v‖−1,q,ν(‖f(u)‖L∞ + ‖f ′(u)‖L∞‖u‖s,p,δ).
Now we prove the case where σ ∈ (−1, 1) by interpolation. According to what was
proved we have

‖vf(u)‖1,q1,ν � ‖v‖1,q1,ν(‖f(u)‖L∞ + ‖f ′(u)‖L∞‖u‖s,p,δ), (A.4)

‖vf(u)‖−1,q2,ν � ‖v‖−1,q2,ν(‖f(u)‖L∞ + ‖f ′(u)‖L∞‖u‖s,p,δ), (A.5)
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where q1 and q2 are any two numbers that satisfy θ < 1
q1
< 1 and 0 < 1

q2
< 1 − θ. Let

t = 1−σ
2

. Clearly t ∈ (0, 1). Also note that if we set 1
q

= 1−t
q1

+ t
q2

then

1

q1

> θ,
1

q2

> 0⇒ 1

q
> (1− t)θ =

1 + σ

2
θ.

1

q2

< 1− δ, 1

q1

< 1⇒ 1

q
< 1− tθ = 1− 1− σ

2
θ.

So by choosing appropriate q1 and q2 we can get any q with the property that 1
q
∈

(1+σ
2
θ, 1 − 1−σ

2
θ). This implies if 1

q
∈ (1+σ

2
θ, 1 − 1−σ

2
θ) then we may find q1 and q2

for which inequalities A.4, A.5 hold true and moreover

(W 1,q1
ν ,W−1,q2

ν )t,q = W σ,q
ν if σ 6= 0 (real interpolation)

[W 1,q1
ν ,W−1,q2

ν ]t = W σ,q
ν if σ = 0 (complex interpolation).

So by interpolation we get

‖vf(u)‖σ,q,ν � ‖v‖σ,q,ν(‖f(u)‖∞ + ‖f ′(u)‖∞‖u‖s,p,δ).

�

APPENDIX B. DIFFERENTIAL OPERATORS IN WEIGHTED SPACES

We now assemble some results we need for differential operators in Weighted spaces.
Again, we limit our selves to simply stating the results we need, unless the proof of the
result is either unavailable or difficult to find in the form we need, in which case we
include a concise proof.

Let M be an n dimensional smooth AF manifold and let E be a smooth vector bundle
over M with fiber dimension k. Consider the differential operator A : Γ(E)→ Γ(E) of
order m where Γ(E) denotes the space of smooth sections of E. By definition, we know
that in any local coordinates (trivializing E) A can be written as: A =

∑
|ν|≤m aν∂

ν .

Definition B.1. Let α ∈ R, γ ∈ (1,∞), and ρ < 0.

• We say A belongs to the classDα,γ
m (E) if and only if aν ∈ Wα−m+|ν|,γ(Rn,Rk×k)

for |ν| ≤ m.
• We sayA belongs to the classDα,γ

m,ρ(E) if and only if aν ∈ Wα−m+|ν|,γ
ρ−m+|ν| (Rn,Rk×k)

for |ν| < m and there are constants a∞ν such that a∞ν − aν ∈ Wα,γ
ρ (Rn,Rk×k)

for all |ν| = m. We call A∞ =
∑
|ν|=m a

∞
ν ∂ν the principal part of A at infinity.

• If αγ > n, then the highest order coefficients of A ∈ Dα,γ
m (E) are continuous

and so it makes sense to talk about their pointwise values. We say A is elliptic if
for each x, the constant coefficient operator

∑
|ν|=m aν(x)∂ν is elliptic.

• If αγ > n, then the highest order coefficients of A ∈ Dα,γ
m,ρ(E) are continuous

and so it makes sense to talk about their pointwise values. We say A is ellip-
tic if A∞ is elliptic and moreover for each x, the constant coefficient operator∑
|ν|=m aν(x)∂ν is elliptic.

By using the multiplication lemma, we can prove the following theorem:

Theorem B.2. If δ ∈ R, ρ < 0 and if A ∈ Dα,γ
m,ρ(E) then A can be viewed as a bounded

linear map
A : W s,q

δ (E)→ W σ,q
δ−m(E),
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provided

(i) γ, q ∈ (1,∞),

(ii) s ≥ m− α ( let
1

q
+

1

γ
≥ 1 if s = m− α),

(iii) σ ≤ min(s, α)−m (let γ ≤ q if α−m = σ 6∈ Z)

(iv) σ < s−m+ α− n

γ
,

(v) σ − n

q
≤ α− n

γ
−m,

(vi) s− n/q > m− n− α + n/γ.

If moreover A∞ = 0, then A is a continuous map

A : W s,q
δ (E)→ W σ,q

δ−m+ρ(E)

Proof. (Theorem B.2) First let’s consider the case where A∞ 6= 0. The goal is to find
sufficient conditions to make sure that A =

∑
|ν|≤m aν∂

ν is a continuous operator from
W s,q
δ → W σ,q

β . Clearly this will be true provided
(1) For all |ν| < m

W
α−m+|ν|,γ
ρ−m+|ν| ×W

s−|ν|,q
δ−|ν| ↪→ W σ,q

β , (note that aν ∈ Wα−m+|ν|,γ
ρ−m+|ν| , ∂νu ∈ W s−|ν|,q

δ−|ν| )

It follows from the multiplication lemma and previously mentioned embedding
theorems that the above embedding holds true provided (the numbering of the
items corresponds to the numbering of the assumptions in multiplication lemma)

(ii) s ≥ m− α, (
1

q
+

1

γ
≥ 1 if s = m− α)

(i) σ ≤ α−m (γ ≤ q if α−m = σ 6∈ Z),

(i), (iii) σ ≤ s− (m− 1),

(iv) σ < s−m+ α− n

γ
,

(iii) σ − n

q
≤ α− n

γ
−m,

(v) s− n

q
> m− n− α +

n

γ
,

and of course we need (ρ−m+ |ν|) + (δ−|ν|) to be less than or equal to β, that
is, ρ−m+ δ ≤ β.

(2) For |ν| = m

Wα,γ
ρ ×W s−m,q

δ−m ↪→ W σ,q
β ,

W s−m,q
δ−m ↪→ W σ,q

β .

Note that, aν∂ν = (aν − a∞ν )∂ν + a∞ν ∂
ν . a∞ν is constant and (aν − a∞ν ) ∈ Wα,γ

ρ ,
so it should be clear why we need the above embeddings to be true. By using
the multiplication lemma it turns out that the only extra assumption that we need
for the first embedding to be true is that σ ≤ s − m and then the only extra
assumption that we need for the second embedding to be true is that β ≥ δ −m.

To complete the proof we just need to note that if A∞ = 0 then we do not need to have
the embedding W s−m,q

δ−m ↪→ W σ,q
β and so β can be any number larger than or equal to

δ −m+ ρ. �
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Remark B.3. In the above proof we implicitly assumed that the following statement is
true: If A : Γ(E) → Γ(E) is a partial differential operator whose representation in
each local chart is continuous from W s,q

δ to W σ,q
β , then A is a continuous operator from

W s,q
δ (E) to W σ,q

β (E).

Example: If the metric of an asymptotically flat manifold is of class Wα,γ
ρ with αγ >

n and ρ < 0, then the Laplacian and conformal Laplacian are elliptic operators in class
Dα,γ

2,ρ (M × R); vector Laplacian is an elliptic operator in the class Dα,γ
2,ρ (TM).

Duality Pairing. Let h̄ denote the Euclidean metric on Rn. Let σ, δ ∈ R and q ∈
(1,∞). We denote the duality pairing W−σ,q′

−n−δ(Rn)×W σ,q
δ (Rn)→ R by 〈·, ·〉

W−σ,q
′

−n−δ×W
σ,q
δ

or just 〈·, ·〉(Rn,h̄) if the spaces are clear from the context. Clearly the duality pairing is
a continuous bilinear map. The restriction of this map to C∞c (Rn) × C∞c (Rn) is the L2

inner product:

∀ u, v ∈ C∞c (Rn) 〈u, v〉(Rn,h̄) =

∫
Rn
uvdx.

Now suppose (Mn, h) is an AF manifold of class Wα,γ
ρ where ρ < 0 and γ ∈ (1,∞).

Our claim is that (W σ,q
δ (M))∗ can be identified with W−σ,q′

−n−δ(M). This identification can
be done in at least two ways which we describe below:

• First Method: By using the corresponding AF atlas and the subordinate partition
of unity that was used in the Definition A.7 one can construct a smooth metric ĥ
such that (M, ĥ) is of class Wα,γ

ρ . Recall that our definition of Sobolev spaces on
M is independent of the underlying metric. The bilinear map 〈·, ·〉(M,ĥ) : C∞c (M)×
C∞c (M)→ R which is defined by

〈u, v〉(M,ĥ) =

∫
M

uvdVĥ

can be uniquely extended to a continuous bilinear form

〈·, ·〉(M,ĥ) : W−σ,q′
−n−δ(M)×W σ,q

δ (M)→ R.

The above bilinear map induces a topological isomorphism (W σ,q
δ (M))∗ = W−σ,q′

−n−δ(M);
also if v has compact support in Uj (domain of a coordinate chart in the AF atlas),
then

〈u, v〉(M,ĥ) = 〈u ◦ φ−1
j ,
√

det ĥ v ◦ φ−1
j 〉(Rn,h̄).

Note that in the above, u◦φ−1
j represents any extension of u◦φ−1

j fromW−σ,q′
−n−δ(φj(Uj))

to W−σ,q′
−n−δ(Rn). Also v ◦ φ−1

j represents the extension of v ◦ φ−1
j ∈ W

σ,q
δ (φj(Uj)) by

zero. Since v has compact support, we know that
√

det ĥ v ◦ φ−1
j ∈ W

σ,q
δ (Rn).

Similarly there exists a continuous bilinear form 〈·, ·〉(M,ĥ) : W−σ,q′
−n−δ(TM)×W σ,q

δ (TM)→
R whose restriction to C∞c (TM)× C∞c (TM) is

(Y,X) 7→
∫
M

ĥ(Y,X)dVĥ.

This map induces an isomorphism (W σ,q
δ (TM))∗ = W−σ,q′

−n−δ(TM); IfX ∈ W σ,q
δ (TM),

Y ∈ W−σ,q′
−n−δ(TM) and X has compact support in Uj then

〈Y,X〉(M,ĥ) =
∑
l,p

〈Yl ◦ φ−1
j ,
√

det ĥ ĥlpXp ◦ φ−1
j 〉(Rn,h̄).
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The disadvantage of this method is that the restriction of the bilinear form that was
constructed above to C∞c is

∫
M
uvdVĥ instead of

∫
M
uvdVh. We prefer to construct

the isomorphism using the rough metric instead of ĥ. It turns out that this can be
done for a limited range of σ and q.

• Second Method: Suppose αγ > n. Then there exists a continuous function f such
that dVh = fdVĥ and f − ς ∈ Wα,γ

ρ for some constant ς > 0 [38, 8]. Formally we
can write

〈u, v〉(M,h) =

∫
M

uvdVh =

∫
M

uvfdVĥ =

∫
M

ufvdVĥ = 〈u, fv〉(M,ĥ).

This motivates the following definition:

∀u ∈ W−σ,q′
−n−δ ∀ v ∈ W

σ,q
δ 〈u, v〉(M,h) := 〈u, fv〉(M,ĥ).

Of course for the above definition to make sense we need to make sure that fv ∈
W σ,q
δ . Note that f − ς ∈ Wα,γ

ρ and so by Lemma A.28 this holds provided

σ ∈ [−α, α] (σ 6= ±α if α 6∈ N0 and q < γ), σ − n

q
∈ [−n− α +

n

γ
, α− n

γ
].

It is easy to see that (since αγ > n) if σ ∈ [0, α] and q = γ then the above conditions
hold true. Clearly the restriction of 〈·, ·〉(M,h) to C∞c × C∞c is given by 〈u, v〉(M,h) =∫
M
uvdVh. This shows that this bilinear form does not depend on the choice of ĥ.

The above pairing make sense even if u ∈ W−σ,q′
loc and v ∈ W σ,q

loc provided at least
one of u or v has compact support.

Similarly for vector fields X and Y formally we may write

〈Y,X〉(M,h) =

∫
M

h(Y,X)dVh =

∫
M

hbcX
cY bfdVĥ

=

∫
M

ĥad(fĥ
abhbcX

c)Y ddVĥ (Y b = δbdY
d = ĥadĥ

abY d)

=

∫
M

ĥ(Y,X∗)dVĥ = 〈Y,X∗〉(M,ĥ) (Xa
∗ := fĥabhbcX

c).

This motivates the following definition:

∀ Y ∈W−σ,q′
−n−δ ∀X ∈Wσ,q

δ 〈Y,X〉(M,h) := 〈Y,X∗〉(M,ĥ), (Wσ,q
δ := W σ,q

δ (TM))

where Xa
∗ := fĥabhbcX

c. Again one can check that the above definition makes sense
provided σ ∈ [−α, α] (σ 6= ±α if α 6∈ N0 and q < γ), σ− n

q
∈ [−n−α+ n

γ
, α− n

γ
].

As an example, if n = 3 and α > 1 (and of course α > 3
γ

), then the duality pairing
of W−1,2

−3−δ and W 1,2
δ is well defined:

1 ∈ (−α, α), 1− 3

2
∈ [−3− α +

3

γ
, α− 3

γ
] (because α >

3

γ
).

Remark B.4. Order on W−σ,γ
δ (M) for σ ∈ (−∞, α]

As before suppose (Mn, h) is an AF manifold of class Wα,γ
ρ where ρ < 0, γ ∈ (1,∞),

and αγ > n.

• If σ ≤ 0, then W−σ,q
δ ↪→ Lqδ and so the elements of W−σ,q

δ are ordinary functions (or
more precisely, equivalence classes of ordinary functions). In this case we define an
order on W−σ,q

δ as follows: the functions u, v ∈ W−σ,q
δ satisfy u ≥ v if and only if

u(x)− v(x) ≥ 0 for almost all x ∈M .
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• If σ ∈ (0, α], then it is easy to check that the duality pairing 〈·, ·〉(M,ĥ) : W−σ,γ
δ (M)×

W σ,γ′

−n−δ(M) → R is well-defined. We define an order on W−σ,γ
δ as follows: the

functions u, v ∈ W−σ,γ
δ satisfy u ≥ v if and only if 〈u − v, ξ〉(M,h) ≥ 0 for all

ξ ∈ C∞c (M) with ξ ≥ 0. Notice that if u and v are ordinary functions in W−σ,γ
δ (M),

then if follows from the definition that u ≥ v if and only if u(x) ≥ v(x) a.e..
According to the above items, if α ≥ 1 we have a well-defined order onWα−2,γ

δ (M)

and in particular if u is an ordinary function in Wα−2,γ
δ (M), then u ≥ 0 if and only

if u(x) ≥ 0 for almost all x.

In what follows, we state and prove Lemma B.5, Lemma B.6, Proposition B.7, and
Lemma B.9 for Rn. The proofs can be easily extended to AF manifolds.

Lemma B.5. Let the following assumptions hold:
• A ∈ Dα,γ

m where γ ∈ (1,∞) and α− n
γ
> max{0, m−n

2
}; A is elliptic.

• q ∈ (1,∞), s ∈ (m− α, α] (if s = α 6∈ N0, then let q ∈ [γ,∞)).
• s− n

q
∈ (m− n− α + n

γ
, α− n

γ
].

Then: If U and V are bounded open sets with U ⊂⊂ V , then there exists s̃ < s such that
for all u ∈ W s,q

‖u‖s,q,U � ‖Au‖s−m,q,V + ‖u‖s̃,q,V . (B.1)

Proof. (Lemma B.5) The proof of the interior regularity lemma in [32] (Lemma A.25),
with obvious changes, goes through for the above claim as well. The approach of the
proof is similar to our proof for Proposition B.7. Since the claim is about unweighted
Sobolev spaces we do not repeat that argument here. �

Lemma B.6. Suppose A is a constant coefficient elliptic operator that has only deriva-
tives of order m with m < n on Rn (clearly A ∈ Dα,γ

m,ρ for all possible α, γ, and ρ < 0
because one can take A∞ = A and so A∞−A = 0; of course for our definition of ellip-
ticity to work, αγ must be larger than n). Then for s ∈ R, p ∈ (1,∞), and δ ∈ (m−n, 0),
A : W s,p

δ → W s−m,p
δ−m is an isomorphism.

Proof. (Lemma B.6) We closely follow and extend the proof that is given for the special
p = 2 in [38] [Lemma 4.8]. LetAs,p,δ denote the operatorA acting onW s,p

δ . We consider
three cases s ≥ m, s ∈ (−∞, 0], and s ∈ (0,m).

• Case 1: s ≥ m.
For s ∈ N and s ≥ m, the claim follows from the argument in [37]. If s 6∈ N, let
k = [s], θ = s− k. We know that Ak,p,δ and Ak+1,p,δ have inverses and in fact

A−1
k,p,δ : W k−m,p

δ−m → W k,p
δ ,

A−1
k+1,p,δ : W k+1−m,p

δ−m → W k+1,p
δ ,

are continuous maps. Note that

W k+1,p
δ ↪→ W k,p

δ , W k+1−m,p
δ−m ↪→ W k−m,p

δ−m ,

(W k,p
δ ,W k+1,p

δ )θ,p = W s,p
δ , (W k−m,p

δ−m ,W k+1−m,p
δ−m )θ,p = W s−m,p

δ−m .

So by interpolation we get a continuous operator T : W s−m,p
δ−m → W s,p

δ which must
be the restriction of A−1

k,p,δ to W s−m,p
δ−m . Now for all u ∈ W s,p

δ we have

u ∈ W s,p
δ ↪→ W k,p

δ ⇒ As,p,δu = Ak,p,δu⇒ T (As,p,δu) = T (Ak,p,δu)

= A−1
k,p,δ(Ak,p,δu) = u.
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Similarly As,p,δTu = u. It follows that T = A−1
s,p,δ.

• Case 2: s ≤ 0.
We want to show that As,p,δ : W s,p

δ → W s−m,p
δ−m is an isomorphism. We note that since

As,p,δ is a homogeneous constant coefficient elliptic operator, its adjoint (As,p,δ)
∗ :

W−s+m,p′
−δ−n+m → W−s,p′

−δ−n is also a homogeneous constant coefficient elliptic operator. So
by what was proved in the previous case we know that if−s+m ≥ m and−δ−n+
m ∈ (m − n, 0) (which are true because by assumption s ≤ 0 and δ ∈ (m − n, 0))
then (As,p,δ)

∗ is an isomorphism. Now for u ∈ W s−m,p
δ−m define the distribution Tu by

〈Tu, ϕ〉 = 〈u, ((As,p,δ)∗)−1ϕ〉W s−m,p
δ−m ×(W s−m,p

δ−m )∗

(note that ((As,p,δ)
∗)−1 : W−s,p′

−δ−n → (W s−m,p
δ−m )∗),

for all ϕ ∈ C∞c . We claim that T is the inverse of As,p,δ. To this end first we show
that T sends W s−m,p

δ−m to W s,p
δ and then we show that the composition of T and As,p,δ

is the identity map.
Suppose u ∈ W s−m,p

δ−m . In order to prove that Tu ∈ W s,p
δ it is enough to show that

‖Tu‖s,p,δ = sup
ϕ∈C∞c

|〈Tu, ϕ〉|
‖ϕ‖−s,p′,−δ−n

<∞ (we are interpreting W s,p
δ as (W−s,p′

−δ−n)∗)

We have

|〈Tu, ϕ〉| ≤ ‖u‖s−m,p,δ−m‖((As,p,δ)∗)−1ϕ‖(W s−m,p
δ−m )∗

≤ ‖u‖s−m,p,δ−m‖((As,p,δ)∗)−1‖op‖ϕ‖−s,p′,−δ−n
Therefore

‖Tu‖s,p,δ ≤ ‖u‖s−m,p,δ−m‖((As,p,δ)∗)−1‖op <∞.
This implies that T sends W s−m,p

δ−m to W s,p
δ . Now note that for all u ∈ W s,p

δ , ϕ ∈ C∞c
〈TAs,p,δu, ϕ〉 = 〈As,p,δu, ((As,p,δ)∗)−1ϕ〉 = 〈u, (As,p,δ)∗((As,p,δ)∗)−1ϕ〉 = 〈u, ϕ〉.
This means TAs,p,δu = u. Similarly As,p,δTu = u.

• Case 3: s ∈ (0,m).
By what was proved in the previous cases we know that A0,p,δ and Am,p,δ are invert-
ible. In fact

A−1
0,p,δ : W−m,p

δ−m → W 0,p
δ ,

A−1
m,p,δ : W 0,p

δ−m → Wm,p
δ ,

are continuous maps. Let θ = s
m

. Note that

Wm,p
δ ↪→ W 0,p

δ , W 0,p
δ−m ↪→ W−m,p

δ−m ,

(W 0,p
δ ,Wm,p

δ )θ,p = W s,p
δ , (W−m,p

δ−m ,W 0,p
δ−m)θ,p = W s−m,p

δ−m if s 6∈ N, (real interpolation)

[W 0,p
δ ,Wm,p

δ ]θ = W s,p
δ , [W−m,p

δ−m ,W 0,p
δ−m]θ = W s−m,p

δ−m if s ∈ N. (complex interpolation)

So by interpolation we get a continuous operator T : W s−m,p
δ−m → W s,p

δ which must
be the restriction of A−1

0,p,δ to W s−m,p
δ−m . Now for all u ∈ W s,p

δ we have

u ∈ W s,p
δ ↪→ W 0,p

δ ⇒ As,p,δu = A0,p,δu⇒ T (As,p,δu) = T (A0,p,δu) = A−1
0,p,δ(A0,p,δu) = u.

Similarly As,p,δTu = u. It follows that T = A−1
s,p,δ.

�
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Proposition B.7. Let the following assumptions hold:

• A ∈ Dα,γ
m,ρ where γ ∈ (1,∞), α > n

γ
, ρ < 0, and m < n; A is elliptic.

• q ∈ (1,∞), s ∈ (m− α, α] (if s = α 6∈ N0, then let q ∈ [γ,∞)).
• s− n

q
∈ (m− n− α + n

γ
, α− n

γ
].

• δ ∈ (m− n, 0).

In particular note that if the elliptic operator A ∈ Dα,γ
m,ρ, is given, then s := α and q := γ

satisfy the desired conditions.
Then: If t < s and δ′ > δ, then for every u ∈ W s,q

δ we have

‖u‖s,q,δ � ‖Au‖s−m,q,δ−m + ‖u‖t,q,δ′

Moreover A : W s,q
δ → W s−m,q

δ−m is semi-Fredholm.

Proof. (Proposition B.7) The approach of the proof is standard. Here we will closely
follow the proof that is given for the case q = 2 in [38] [Lemma 4.9]. In the proof we
use the following facts (for these facts s, δ ∈ R and p ∈ (1,∞)):

• Fact 1:(see Lemma A.18) If f ∈ C∞c (Rn) and u ∈ W s,p(Rn), then fu ∈ W s,p(Rn)
and moreover ‖fu‖s,p � ‖u‖s,p (the implicit constant may depend on f but is inde-
pendent of u).

• Fact 2:(see Lemma A.19) Let χ ∈ C∞c (Rn) be a cutoff function equal to 1 on B1

and equal to 0 outside of B2. Let χ̃(x) = 1 − χ(x) and for all ε > 0 define χε(x) =
χ(x

ε
), χ̃ε(x) = χ̃(x

ε
). Then we have ‖χεu‖s,p,δ � ‖u‖s,p,δ and ‖χ̃εu‖s,p,δ � ‖u‖s,p,δ.

• Fact 3: Let u ∈ W s,p
δ (Rn). Also let Ω be an open bounded subset of Rn. Then

◦ u ∈ W s,p(Ω) and ‖u‖W s,p(Ω) � ‖u‖W s,p
δ (Rn).

◦ If suppu ⊆ Ω, then u ∈ W s,p(Rn) and ‖u‖W s,p(Ω) ' ‖u‖W s,p
δ (Rn).

If s ∈ N0, the above items follow from the fact that weights are of the form 〈x〉a and
so they attain their maximum and minimum on any compact subset of Rn. If s is not
an integer, they can be proved by interpolation.

• Fact 4: Suppose f ∈ W s,p
δ with δ > 0 and f vanishes in a neighborhood of the

origin. Then

lim
i→∞
‖S2−if‖s,p,δ = 0.

The reason is as follows: by assumption there exists l ∈ N such that f = 0 on B2−l .
So if l̂ ∈ Z and l̂ < −l − 1 then S2l̂f = 0 on B2. Indeed,

x ∈ B2 ⇒ |2l̂x| < 2l̂+1 < 2−l ⇒ f(2l̂x) = 0 ⇒ S2l̂f(x) = 0.
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So for i > l + 2 we can write

‖S2−if‖ps,p,δ =
∞∑
j=0

2−pδj‖S2j(φjS2−if)‖pW s,p(Rn)

=
∞∑
j=0

2−pδj‖φS2j−if‖pW s,p(B2) (S2jφj = φ, suppφ ⊆ B2)

=
∞∑

j=i−l−1

2−pδj‖φS2j−if‖pW s,p(B2) (S2j−if = 0 on B2 if j − i < −l − 1)

=
∞∑
ĵ=1

2−pδ(ĵ+i−l−2)‖φS2ĵ−l−2f‖pW s,p(B2) (ĵ := j − (i− l) + 2)

= 2−pδ(i−l−2)

∞∑
ĵ=1

2−pδĵ‖S2ĵ(φĵS2−l−2f)‖pW s,p(Rn)

= 2−pδ(i−l−2)‖S2−l−2f‖ps,p,δ � 2−pδ(i−l−2)‖f‖ps,p,δ.

It follows that limi→∞ ‖S2−if‖s,p,δ = 0.

• Fact 5: [Equivalence Lemma][53] Let E1 be a Banach space, E2, E3 normed
spaces, and let A ∈ L(E1, E2), B ∈ L(E1, E3) such that one has:

◦ ‖u‖1 . ‖Au‖2 + ‖Bu‖3.

◦ B is compact.

Then kerA is finite dimensional and the range ofA is closed, i.e.,A is semi-Fredholm.

Now let’s start the proof. LetA = A∞+R whereA∞ is the principal part ofA at infinity.
Let r be a fixed dyadic integer to be selected later and let ur = χ̃ru. By Lemma B.6 we
have

‖ur‖s,q,δ � ‖A∞ur‖s−m,q,δ−m ≤ ‖Aur‖s−m,q,δ−m + ‖Rur‖s−m,q,δ−m.
The implicit constant in the above inequality does not depend on r. Now R ∈ Dα,γ

m,ρ has
vanishing principal part at infinity. Therefore by Theorem B.2 we can consider R as a
continuous operator from W s,q

δ−ρ to W s−m,q
(δ−ρ−m)+ρ = W s−m,q

δ−m . Also since ρ < 0 we have
ur ∈ W s,q

δ ↪→ W s,q
δ−ρ. Consequently

‖Rur‖s−m,q,δ−m � ‖R‖op‖ur‖s,q,δ−ρ = ‖R‖op‖χ̃ r
2
ur‖s,q,δ−ρ (note that χ̃ r

2
ur = ur)

Now it is easy to check that Wα,q
−ρ ×W

s,q
δ ↪→ W s,q

δ−ρ. Therefore

‖Rur‖s−m,q,δ−m � ‖R‖op‖χ̃ r
2
‖α,q,−ρ‖ur‖s,q,δ.

By Fact 4, limi→∞ ‖χ̃2i‖α,q,−ρ → 0. Thus we can choose the fixed dyadic number r
large enough so that

‖R‖op‖χ̃ r
2
‖α,q,−ρ <

1

2
,

and so we get

‖ur‖s,q,δ � ‖Aur‖s−m,q,δ−m +
1

2
‖ur‖s,q,δ.

Hence

‖ur‖s,q,δ � ‖Aur‖s−m,q,δ−m ≤ ‖χ̃rAu‖s−m,q,δ−m + ‖[A, χ̃r]u‖s−m,q,δ−m.
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By Fact 2, ‖χ̃rAu‖s−m,q,δ−m � ‖Au‖s−m,q,δ−m. Also one can easily show that [A, χ̃r]u
has support in B2r and so by Fact 3, ‖[A, χ̃r]u‖s−m,q,δ−m ' ‖[A, χ̃r]u‖W s−m,q(B2r). On
the bounded domain B2r, [A, χ̃r] ∈ Dα,γ

m−1, so [A, χ̃r] : W s−1,q(B2r) → W s−m,q(B2r) is
continuous. Consequently

‖[A, χ̃r]u‖W s−m,q(B2r) � ‖u‖W s−1,q(B2r) � ‖u‖W s,q(B2r).

Thus
‖ur‖s,q,δ � ‖Au‖s−m,q,δ−m + ‖u‖W s,q(B2r).

Now we can write

‖u‖s,q,δ = ‖ur + χru‖s,q,δ ≤ ‖ur‖s,q,δ + ‖χru‖s,q,δ
� ‖ur‖s,q,δ + ‖χru‖W s,q(B2r) (χru has support in B2r, Fact 3)

� ‖ur‖s,q,δ + ‖u‖W s,q(B2r) (Fact 1)

� ‖Au‖s−m,q,δ−m + ‖u‖W s,q(B2r).

From interior regularity estimate for elliptic operators on unweighted Sobolev spaces
[Lemma B.5] we know there exists s̃ < s such that

‖u‖W s,q(B2r) � ‖Au‖W s−m,q(B3r) + ‖u‖W s̃,q(B3r), (B.2)

and by Fact 3
‖Au‖W s−m,q(B3r) � ‖Au‖s−m,q,δ−m.

It follows that
‖u‖s,q,δ � ‖Au‖s−m,q,δ−m + ‖u‖W s̃,q(B3r).

But by Fact 3, for any δ′ ∈ R we have ‖u‖W s̃,q(B3r) � ‖u‖s̃,q,δ′ . This implies

‖u‖s,q,δ � ‖Au‖s−m,q,δ−m + ‖u‖s̃,q,δ′ . (B.3)

Now, if t < s then either t ≥ s̃ or t < s̃. If t ≥ s̃ then W t,q
δ′ ↪→ W s̃,q

δ′ and so ‖u‖s̃,q,δ′ �
‖u‖t,q,δ′ . If t < s̃, then for δ′ > δ we have W s,q

δ ↪→ W s̃,q
δ′ ↪→ W t,q

δ′ where the first
embedding is compact and the second is continuous. Therefore, by Ehrling’s lemma, for
all ε > 0 there exists C(ε) such that

‖u‖s̃,q,δ′ ≤ ε‖u‖s,q,δ + C(ε)‖u‖t,q,δ′
In particular the above inequality holds for ε = 1

2
. Combining this with (B.3) we can

conclude that for all t < s and δ′ > δ

‖u‖s,q,δ � ‖Au‖s−m,q,δ−m + ‖u‖t,q,δ′ .

It remains to show that A : W s,q
δ → W s−m,q

δ−m is semi-Fredholm. Pick any δ′ strictly larger
than δ. By assumption s > m− α, so we have ‖u‖s,q,δ � ‖Au‖s−m,q,δ−m + ‖u‖m−α,q,δ′ .
Also W s,q

δ ↪→ Wm−α,q
δ′ is compact. Hence by the estimate that was proved above and

Fact 5, A : W s,q
δ → W s−m,q

δ−m is semi-Fredholm. �

Remark B.8. The proof of Proposition B.7 in fact shows that if u ∈ W t,q
δ′ for some t < s

and δ′ > δ and if Au ∈ W s−m,q
δ−m then u ∈ W s,q

δ .

Lemma B.9. Let the following assumptions hold:
• A ∈ Dα,γ

m,ρ, γ ∈ (1,∞), α > n
γ

, ρ < 0, and m < n. A is elliptic.
• e ∈ (m− α, α] (if e = α 6∈ N0, then let q ∈ [γ,∞)).
• e− n

q
∈ (m− n− α + n

γ
, α− n

γ
].

Then: If u ∈ W e,q
β for some β < 0 satisfiesAu = 0, then u ∈ W e,q

β′ for all β′ ∈ (m−n, 0).
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Proof. (Lemma B.9) Following the proof of [41] [Lemma 3.8], let A = A∞ + R where
A∞ is the principal part of A at infinity. R has vanishing principal part at infinity and
therefore by Theorem B.2, Ru ∈ W e−m,q

β−m+ρ. Consequently A∞u = −Ru ∈ W e−m,q
β−m+ρ.

Now we may consider two cases:

• If β+ρ ≤ m−n, then β−m+ρ ≤ −n and so W e−m,q
β−m+ρ ↪→ W e−m,q

η for all η ≥ −n.
Consequently A∞u ∈ W e−m,q

η for all η ≥ −n. Since A∞ : W e,q
β′ → W e−m,q

β′−m is an
isomorphism for all β′ ∈ (m−n, 0) we conclude that u ∈ W e,q

β′ for all β′ ∈ (m−n, 0).

• If β + ρ > m − n then A∞ : W e,q
β+ρ → W e−m,q

β−m+ρ is an isomorphism. and therefore
u ∈ W e,q

β+ρ which implies u ∈ W e,q
β′ for all β′ ∈ (β + ρ, 0)

Combining the above observations, we can conclude that u ∈ W e,q
β′ for every β′ ∈

(max(m− n, β + ρ), 0).
Now clearly for some N ∈ N we have β +Nρ < m− n and therefore by iteration we

get u ∈ W e,q
β′ for every β′ ∈ (m− n, 0). �

Remark B.10. In contrast to the notation that was introduced in the main text, in this
Appendix and in particular in the statement of lemmas B.11 and B.12 we do not use the
notation AL for the Laplace operator when it acts on weighted Sobolev spaces.

Lemma B.11 (Maximum principle). Suppose (Mn, h) is an AF manifold of class W s,p
δ

where s ∈ (n
p
,∞) ∩ [1,∞),p ∈ (1,∞), and δ < 0. Also suppose a ∈ W s−2,p

η−2 , η ∈ R,
η < 0. Suppose that a ≥ 0.

• (a) If u ∈ W s,p
ρ for some ρ < 0 satisfies

−∆hu+ au ≤ 0

then u ≤ 0. In particular, if −∆hu + au = 0, then applying this result to u and
−u shows that u = 0.
• (b) Suppose that u ∈ W s,p

ρ is nonpositive and satisfies

−∆hu ≤ 0.

If u(x) = 0 at some point x ∈M , then u vanishes identically.

Proof. (Lemma B.11) For (a), we combine the proof that is given in [32] for the case of
closed manifolds and the proof that is given in [38] for the case where p = 2. Fix ε > 0.
By assumptions u ∈ W s,p

ρ ↪→ C0
ρ and therefore u goes to zero at infinity. Therefore if we

let v = (u− ε)+ := max{u− ε, 0}, then v is compactly supported. Note that if f ∈ W 1,q
loc

then f+ ∈ W 1,q
loc [32] and so we have

u ∈ W s,p
ρ ↪→ W 1,n

ρ ⇒ u ∈ W 1,n
loc ⇒ u− ε ∈ W 1,n

loc ⇒ v ∈ W 1,n
loc ⇒ v ∈ W 1,n,

since v has compact support. Now u ∈ W s,p
loc and so u ∈ W s,p in the support of v. By the

multiplication lemma W s,p ×W 1,n ↪→ W 1,n, therefore uv is a nonnegative, compactly
supported element of W 1,n. Since W 1,n ↪→ (W s−2.p)∗ and a ∈ W s−2,p

η−2 ⊆ W s−2,p
loc , we

can apply a to uv and since a ≥ 0 and uv ≥ 0 we have 〈a, uv〉(M,h) ≥ 0. Hence

0 ≥ −〈a, uv〉 ≥ 〈−∆hu, v〉 = 〈∇u,∇v〉 = 〈∇v,∇v〉.
It follows that v is constant with compact support which means v ≡ 0. Note that v ≡ 0
if and only if u− ε ≤ 0. So u ≤ ε for all ε > 0. This shows u ≤ 0.

For (b), the proof is based on the weak Harnack inequality. The exact same proof as
the one that is given in [32] for closed manifolds, works for the above setting as well. �
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Lemma B.12 (Elliptic estimate for Laplacian). Suppose (Mn, h) is an AF manifold of
class Wα,γ

ρ , ρ < 0.

(1) −∆h ∈ Dα,γ
2,ρ .

(2) For all δ ∈ R, σ ∈ [2 − α, α], −∆h : W σ,γ
δ → W σ−2,γ

δ−2 is a continuous elliptic
operator.

(3) For all δ ∈ (2− n, 0), σ ∈ (2− α, α], −∆h : W σ,γ
δ → W σ−2,γ

δ−2 is semi-Fredholm
and satisfies the following elliptic estimate:

‖u‖Wσ,γ
δ
. ‖ −∆hu‖Wσ−2,γ

δ−2
+ ‖u‖W 2−σ,γ

δ′
.

where δ′ can be any real number larger than δ.
(4) For all δ ∈ (2− n, 0), −∆h : Wα,γ

δ → Wα−2,γ
δ−2 is an isomorphism. In particular

‖u‖Wα,γ
δ
. ‖ −∆hu‖Wα−2,γ

δ−2

Proof. (Lemma B.12) Item 1 is a direct consequence of the multiplication lemma and
the expression of Laplacian in local coordinates. Item 2 is a direct consequence of item
1 and Theorem B.2. Item 3 is a direct consequence of item 1 and Proposition B.7. For
the last item we can proceed as follows:

By item 3,−∆h : Wα,p
δ → Wα−2,p

δ−2 is semi-Fredholm. On the other hand, Laplacian of
the rough metric can be approximated by the Laplacian of smooth metrics and it is well
known that Laplacian of a smooth metric is Fredholm of index zero. Therefore since
the index of a semi-Fredholm map is locally constant, it follows that −∆h is Fredholm
with index zero. Now maximum principle (Lemma B.11) implies that the kernel of
−∆h : Wα,p

δ → Wα−2,p
δ−2 is trivial. An injective operator of index zero is surjective as

well. Consequently−∆h : Wα,p
δ → Wα−2,p

δ−2 is a continuous bijective operator. Therefore
by the open mapping theorem, −∆h : Wα,p

δ → Wα−2,p
δ−2 is an isomorphism of Banach

spaces. In particular the inverse is continuous and so ‖u‖Wα,γ
δ
. ‖ −∆hu‖Wα−2,γ

δ−2
. �

Lemma B.13. Let the following assumptions hold:

• η ∈ R, δ ∈ (−∞, 0).
• p ∈ (1,∞), α ∈ (n

p
,∞) ∩ (1,∞).

• σ ∈ (2− α, α] ∩ (2n
p
− n+ 2− α,∞).

• a(x) ∈ Wα−2,p
η−2 .

Then: For all ν > δ + η − 2, the operator K : W σ,p
δ (Rn) → W σ−2,p

ν (Rn) defined by
K(ψ) = aψ is compact. (In particular, we can set ν = η − 2 and for n ≥ 3 we can set
σ = α.)

Proof. (Lemma B.13) W σ,p
δ is a reflexive Banach space; so in order to show that K is a

compact operator, we just need to prove that it is completely continuous, that is, we need
to show if ψn → ψ weakly in W σ,p

δ , then Kψn → Kψ strongly in W σ−2,p
ν . Let

β = min{α− n

p
, σ − (2− α), 1, σ − n(

2

p
− 1)− 2 + α}.

θ = σ − 1

2
β.

δ′ = δ +
1

2
[ν − (δ + η − 2)].
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• Step 1: It follows from the assumptions that β > 0 and so θ < σ. Also clearly
δ′ > δ. Thus we can conclude that W σ,p

δ ↪→ W θ,p
δ′ is compact. Therefore ψn → ψ

strongly in W θ,p
δ′ .

• Step 2: Now we prove that

Wα−2,p
η−2 ×W θ,p

δ′ ↪→ W σ−2,p
ν .

According to the multiplication lemma we need to check the following conditions
(i) α− 2 ≥ σ − 2. True because α ≥ σ.

θ ≥ σ − 2. True because β ≤ 1 and so

θ = σ − 1

2
β ≥ σ − 1

2
≥ σ − 2.

(ii) α− 2 + θ ≥ 0. True because β ≤ σ − (2− α) and so

θ = σ − 1

2
β ≥ σ − β ≥ σ − (σ − (2− α)) = 2− α.

(iii) (α− 2)− (σ − 2) ≥ 0. True because α ≥ σ.
θ − (σ − 2) ≥ 0. This one is the same as the second item.

(iv) (α−2)+θ− (σ−2) > n(1
p

+ 1
p
− 1

p
). That is, we need to show θ > σ− (α− n

p
).

This is true because β ≤ α− n
p

and so

θ = σ − 1

2
β ≥ σ − 1

2
(α− n

p
) > σ − (α− n

p
).

(v) (α− 2) + θ > n(1
p

+ 1
p
− 1). This is true because β ≤ σ−n(2

p
− 1)− 2 +α and

so

θ = σ − 1

2
β > σ − β ≥ σ − [σ − n(

2

p
− 1)− 2 + α] = n(

2

p
− 1) + 2− α.

The numbering of the above items agrees with the numbering of the conditions in the
multiplication lemma. Also note that (η − 2) + δ′ ≤ ν by the definition of δ′.

• Step 3: By what was proved in Step 2 we have

‖a(ψn − ψ)‖Wσ−2,p
ν

� ‖a‖Wα−2,p
η−2
‖ψn − ψ‖W θ,p

δ′
.

But by Step 1, the right hand side goes to zero, which means aψn → aψ strongly in
W σ−2,p
ν .

�

Lemma B.14 (Ehrling’s lemma). [50] Let X , Y and Z be Banach spaces. Assume that
X is compactly embedded in Y and Y is continuously embedded in Z. Then for every
ε > 0 there exists a constant c(ε) such that

‖x‖Y ≤ ε‖x‖X + c(ε)‖x‖Z

APPENDIX C. ARTIFICIAL CONFORMAL COVARIANCE OF THE HAMILTONIAN
CONSTRAINT

Here we develop several results we need involving properties of the Hamiltonian con-
straint under a conformal change. We closely follow the argument in [32] for closed
manifolds.
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Let (M,h) be a 3-dimensional AF manifold of class W s,p
δ where p ∈ (1,∞), s ∈

(3
p
,∞) ∩ [1,∞), and δ < 0. Suppose β < 0. For ψ ∈ W s,p

δ and aτ , aρ, aW ∈ W s−2,p
β−2 , let

H(ψ, aW , aτ , aρ) := −∆hψ+ aRh(ψ+ µ) + aτ (ψ+ µ)5− aW (ψ+ µ)−7− aρ(ψ+ µ)−3

where µ is a fixed positive constant, aRh = Rh
8

, and Rh ∈ W s−2,p
δ−2 is the scalar curvature

of the metric h. Note that the Hamiltonian constraint can be represented by the equation
H = 0.

Now let h̃ = (ξ + 1)4h where ξ ∈ W s,p
δ is a fixed function with ξ > −1. According

to the discussion right after Definition 3.1 we know that (M, h̃) is also AF of class W s,p
δ .

Define

H̃(ψ, aW , aτ , aρ) := −∆h̃ψ+ aRh̃(ψ+ µ) + aτ (ψ+ µ)5− ãW (ψ+ µ)−7− ãρ(ψ+ µ)−3

where ãW := (ξ + 1)−12aW and ãρ := (ξ + 1)−8aρ. Note that it follows from Lemma
A.28 that ãW and ãρ are in W s−2,p

β−2 .

Proposition C.1. For all ψ ∈ W s,p
δ

H̃(ψ, aW , aτ , aρ) = (ξ + 1)−5H((ξ + 1)ψ + µ ξ, aW , aτ , aρ).

Proof. (Proposition C.1) Let θ = ξ + 1. Then we have

Rh̃ = (−8∆hθ +Rhθ)θ
−5,

∆h(θψ + µ(θ − 1)) = ∆h(θψ) + µ∆hθ = (∆hθ)ψ + θ∆hψ + 2〈∇ψ,∇θ〉h + µ∆hθ,

∆h̃ψ = θ−4∆hψ + 2θ−5〈∇ψ,∇θ〉h.
Therefore we can write

(ξ + 1)−5H((ξ + 1)ψ + µ ξ, aW , aτ , aρ) = θ−5H(θψ + µθ − µ, aW , aτ , aρ)

= θ−5[−∆h(θψ + µθ − µ) +
1

8
Rh(θψ + θµ) + aτ (θψ + θµ)5

− aW (θψ + θµ)−7 − aρ(θψ + θµ)−3]

= θ−5[(−∆hθ)ψ − θ∆hψ − 2〈∇ψ,∇θ〉h − µ∆hθ +
1

8
Rhθ(ψ + µ)

+ aτθ
5(ψ + µ)5 − aW θ−7(ψ + µ)−7 − aρθ−3(ψ + µ)−3]

=
[
− θ−4∆hψ − 2θ−5〈∇ψ,∇θ〉h

]
+
[
− θ−5(∆hθ)ψ − µθ−5∆hθ

+
1

8
Rhθ

−4(ψ + µ)
]

+ aτ (ψ + µ)5 − aW θ−12(ψ + µ)−7 − aρθ−8(ψ + µ)−3

= −∆h̃ψ +
1

8
Rh̃(ψ + µ) + aτ (ψ + µ)5 − ãW (ψ + µ)−7 − ãρ(ψ + µ)−3

= H̃(ψ, aW , aτ , aρ).

�

We have the following important corollary:

Corollary C.2. Assume the above setting. Then we have

H̃(ψ̃, aW , aτ , aρ) = 0⇐⇒ H((ξ + 1)ψ̃ + µ ξ, aW , aτ , aρ) = 0,

H̃(ψ̃, aW , aτ , aρ) ≥ 0⇐⇒ H((ξ + 1)ψ̃ + µ ξ, aW , aτ , aρ) ≥ 0,

H̃(ψ̃, aW , aτ , aρ) ≤ 0⇐⇒ H((ξ + 1)ψ̃ + µ ξ, aW , aτ , aρ) ≤ 0.
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In particular, if ψ̃+ and ψ̃− are sub and supersolutions for the equation H̃ = 0, then
ψ+ := (ξ + 1)ψ̃+ + µ ξ and ψ− := (ξ + 1)ψ̃− + µ ξ are sub and supersolutions for the
equation H = 0.

APPENDIX D. METRICS IN THE POSITIVE YAMABE CLASS

Here we collect some facts regarding the Yamabe invariant in the case of AF mani-
folds.

Let (M,h) be a 3-dimensional AF manifold of class W s,p
δ where p ∈ (1,∞), s ∈

(3
p
,∞) ∩ [1,∞), and −1 < δ < 0. We define the Yamabe invariant as follows: [41, 8]

λh = inf
f∈C∞c (M),f 6≡0

∫
M

8|∇f |2dVh + 〈Rh, f
2〉(M,h)

‖f‖2
L6

We say h is in the positive Yamabe class if and only if λh > 0. Contrary to what we have
for closed manifolds(e.g [32]), as it is discussed in [41] and [8] we have
λh > 0 if and only if there exists a conformal factor η > 0 such that η − 1 ∈ W s,p

δ

and (M, η4h) is scalar flat.
It is interesting to notice that if λh > 0, then h is also conformal to a metric with

continuous positive scalar curvature.

Proposition D.1. Let (M,h) be a 3-dimensional AF manifold of class W s,p
δ where p ∈

(1,∞), s ∈ (3
p
,∞)∩ [1,∞), and−1 < δ < 0. If h belongs to the positive Yamabe class,

then there exist χ ∈ W s,p
δ such that if we set ĥ = (1 + χ)4h, then Rĥ is continuous and

positive.

Proof. (Proposition D.1) If h is in the positive Yamabe class, then there exists η ∈ W s,p
δ ,

η > −1 such that Rh̃ = 0 where h̃ = (1 + η)4h. Let f be a smooth positive function in
W s−2,p
δ−2 . By Lemma B.12 there exists a unique function v ∈ W s,p

δ such that −8∆h̃v = f .
By the maximum principle (Lemma B.11) v is positive. Now define ĥ = (1 + v)4h̃. We
have

Rĥ =
(
− 8∆h̃v +Rh̃(1 + v)

)
(1 + v)−5 = 8f(1 + v)−5.

Since f and v are both continuous and positive we can conclude that Rĥ is continuous
and positive. If we set χ = v + η + ηv, then χ ∈ W s,p

δ and

ĥ = (1 + v)4(1 + η)4h = (1 + χ)4h.

Note that since v > 0 and η > −1 we have χ > −1. �

APPENDIX E. ANALYSIS OF THE LCBY EQUATIONS IN BESSEL POTENTIAL
SPACES

As it was pointed out in Appendix A, Sobolev-Slobodeckij spaces are not the only
option that we have if we wish to work with noninteger order Sobolev spaces. Another
option is to consider the Bessel potential spaces Hs,p(Rn) and then define the weighted
spaces based on Bessel potential spaces. Bessel potential spaces agree with Sobolev
spaces W s,p(Rn) when s is an integer and therefore they can be considered as an ex-
tension of integer order Sobolev spaces. There are two main advantages in working
with Bessel potential spaces (and the corresponding weighted versions) in comparison
with Sobolev-Slobodeckij spaces: First, Bessel potential spaces have better interpolation
properties; second we have a better (stronger) multiplication lemma for Bessel potential
spaces.
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Theorem E.1 (Complex Interpolation). [56] Suppose θ ∈ (0, 1), 0 ≤ s0, s1 < ∞, and
1 < p0, p1 <∞. If

s = (1− θ)s0 + θs1,
1

p
=

1− θ
p0

+
θ

p1

,

then Hs,p(Rn) = [Hs0,p0(Rn), Hs1,p1(Rn)]θ.

Lemma E.2. Let si ≥ s with s1 + s2 ≥ 0, and 1 < p, pi <∞ (i = 1, 2) be real numbers
satisfying

si − s ≥ n(
1

pi
− 1

p
), s1 + s2 − s > n(

1

p1

+
1

p2

− 1

p
) ≥ 0,

In case s < 0 let

s1 + s2 > n(
1

p1

+
1

p2

− 1) (equality is allowed if min(s1, s2) < 0).

Then the pointwise multiplication of functions extends uniquely to a continuous bilinear
map

Hs1,p1(Rn)×Hs2,p2(Rn)→ Hs,p(Rn).

We will prove the above lemma later in this Appendix.

Remark E.3. We make the following observations.

• Note that in the above multiplication lemma there is no restriction on the values of
p1 and p2 with respect to p. That is, it is allowed for p1 or p2 to be greater than p.

• Note that contrary to what we had for Sobolev-Slobodeckij spaces, the complex in-
terpolation works regardless of whether exponents are integer or noninteger. This
feature is crucial because complex interpolation works much better for interpolation
of bilinear forms. This is one of the reasons that we have a stronger multiplication
lemma for Bessel potential spaces.

Let us denote the weighted spaces based on Hs,p by Hs,p
δ (rather than W s,p

δ ). Our
spaces Hs,p

δ (Rn) correspond with the spaces hsp,ps−pδ−n(Rn) in [54, 55].

Theorem E.4 (Complex Interpolation, Weighted Spaces). [54, 55] Suppose θ ∈ (0, 1).
If

s = (1− θ)s0 + θs1,
1

p
=

1− θ
p0

+
θ

p1

, δ = (1− θ)δ0 + θδ1

then Hs,p
δ (Rn) = [Hs0,p0

δ0
(Rn), Hs1,p1

δ1
(Rn)]θ.

The corresponding weighted version of the multiplication lemma can be proved us-
ing the exact same argument as the one that we used for weighted Sobolev-Slobodeckij
spaces.

Lemma E.5 (Multiplication Lemma, Weighted Bessel potential spaces). Assume s, s1, s2

and 1 < p, p1, p2 <∞ are real numbers satisfying
(i) si ≥ s (i = 1, 2),

(ii) s1 + s2 ≥ 0,

(iii) si − s ≥ n(
1

pi
− 1

p
) (i = 1, 2),

(iv) s1 + s2 − s > n(
1

p1

+
1

p2

− 1

p
) ≥ 0.

In case s < 0, in addition let
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(v) s1 + s2 > n(
1

p1

+
1

p2

− 1) (equality is allowed if min(s1, s2) < 0).

Then for all δ1, δ2 ∈ R, the pointwise multiplication of functions extends uniquely to a
continuous bilinear map

Hs1,p1

δ1
(Rn)×Hs2,p2

δ2
(Rn)→ Hs,p

δ1+δ2
(Rn).

Again notice that p1 and p2 do NOT need to be less than or equal to p. This extra
degree of freedom that we have for multiplication in Bessel potential spaces allows us to
remove the restrictions of the type “p = q if e = s 6∈ N0” in all the statements of the
main text. Consequently we will have a stronger existence theorem as follows:

Theorem E.6. Let (M,h) be a 3-dimensional AF Riemannian manifold of class Hs,p
δ

where p ∈ (1,∞), s ∈ (1 +
3

p
,∞) and −1 < δ < 0 are given. Suppose h admits no

nontrivial conformal Killing field and is in the positive Yamabe class. Let β ∈ (−1, δ].
Select q and e to satisfy:

1

q
∈ (0, 1) ∩ (0,

s− 1

3
) ∩ [

3− p
3p

,
3 + p

3p
],

e ∈ (1 +
3

q
,∞) ∩ [s− 1, s] ∩ [

3

q
+ s− 3

p
− 1,

3

q
+ s− 3

p
].

Assume that the data satisfies:

• τ ∈ He−1,q
β−1 if e ≥ 2 and τ ∈ H1,z

β−1 otherwise, where z =
3q

3 + (2− e)q
(note that

if e = 2, then He−1,q
β−1 = H1,z

β−1),
• σ ∈ He−1,q

β−1 ,
• ρ ∈ Hs−2,p

β−2 ∩ L∞2β−2, ρ ≥ 0 (ρ can be identically zero),
• J ∈ He−2,q

β−2 .

If µ is chosen to be sufficiently small and if ‖σ‖L∞β−1
, ‖ρ‖L∞2β−2

, and ‖J‖He−2,q
β−2

are suffi-
ciently small, then there exists ψ ∈ Hs,p

δ with ψ > −µ and W ∈ He,q
β solving (3.3) and

(3.4).

Our plan for the remainder of this appendix is to discuss the proof of the stronger ver-
sion of multiplication lemma that was stated for Bessel potential spaces. In our proof we
will make use of some of the well-known results for pointwise multiplication in Triebel-
Lizorkin spaces that can be found in [51]. Just for the purpose of completeness we
quickly review the definition of Besov spaces and Triebel-Lizorkin spaces and their re-
lations to the Sobolev-Slobodeckij spaces and Bessel potential spaces.

Definition E.7. Consider the partition of unity {ϕj} that was introduced in the beginning
of Appendix A.

• For s ∈ R, 1 ≤ p <∞, and 1 ≤ q <∞ (or p = q =∞) define the Triebel-Lizorkin
space F s

p,q(Rn) as follows

F s
p,q(Rn) = {u ∈ S ′(Rn) : ‖u‖F sp,q(Rn) =

∣∣∣∣‖2sjF−1(ϕjFu)‖lq
∣∣∣∣
Lp(Rn)

<∞}

• For s ∈ R, 1 ≤ p <∞, and 1 ≤ q <∞ define the Besov space Bs
p,q(Rn) as follows

Bs
p,q(Rn) = {u ∈ S ′(Rn) : ‖u‖Bsp,q(Rn) =

∣∣∣∣‖2sjF−1(ϕjFu)‖Lp(Rn)

∣∣∣∣
lq
<∞}
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We have the following relations [56, 52]:

Lp = F 0
p,2, 1 < p <∞,

Bs
p,p = F s

p,p, s ∈ R, 1 < p <∞,
Hs,p = F s

p,2, s ∈ R, 1 < p <∞,
W k,p = Hk,p = F k

p,2, k ∈ Z, 1 < p <∞,
W s,p = Bs

p,p = F s
p,p, s ∈ R \ Z, 1 < p <∞,

If k ∈ N, then Bk
p,p ↪→ W k,p for 1 ≤ p ≤ 2 and W k,p ↪→ Bk

p,p for p ≥ 2.

With these definitions and notation at our disposal, we now give an abbreviated proof of
the key multiplication Lemma E.2 that was stated earlier. The new complete proof for all
cases may be found in [6].

Proof. (Lemma E.2) We prove the lemma for the case s ≥ 0. The case s < 0 can be
proved by using a duality argument that can be found in [6]. We may consider three
cases:

• Case 1: p1, p2 ≤ p: This case is proved in [6]. The proof in [6] is based on complex
interpolation.

• Case 2: p ≤ min{p1, p2}: In what follows we will discuss the proof of this case. For
now let’s assume the lemma holds true in this case.

• Case 3: p1 > p, p2 ≤ p or p2 > p, p1 ≤ p: Here we prove the case where p1 >
p, p2 ≤ p. The proof of the other case is completely analogous. We have

Hs1,p1 ×Hs2,p2 ↪→ Hs1,p1 ×Hs2− n
p2

+n
p
,p
↪→ Hs,p.

Note that by assumption s2 − n
p2
≥ s − n

p
and so s2 − n

p2
+ n

p
≥ s ≥ 0. The

first embedding is true because Hs2,p2 ↪→ H
s2− n

p2
+n
p
,p (one can easily check that

the conditions of Theorem A.11, which is also valid for Bessel potential spaces, are
satisfied). Also as a direct consequence of the claim of Case 2, the second embedding
holds true (note that p ≤ min{p, p1}).

So it remains to prove the claim of Case 2, that is the case where p ≤ min{p1, p2}. Of
course if both p1 and p2 are equal to p, then the claim follows from case 1; so we may
assume at least one of p1 or p2 is strictly larger than p. To prove Case 2 we proceed as
follows:

• Step 1: In this step we consider the case where s1 = s2 = s. Note that by assumption
1
p1

+ 1
p2
− 1

p
≥ 0. If 1

p1
+ 1

p2
= 1

p
, then let k = bmc. We have ([61])

Hk+1,p1 ×Hk+1,p2 ↪→ Hk+1,p,

Hk,p1 ×Hk,p2 ↪→ Hk,p,

so by complex interpolation we get

Hs,p1 ×Hs,p2 ↪→ Hs,p.

As a direct consequence of Theorem 2 in page 239 of [51], the above embedding
remains valid if 1

p1
+ 1

p2
> 1

p
and p1, p2 > p. What if p2 = p or p1 = p? Here

we consider the case where p2 = p (and so p1 > p). The proof of the other case is
completely analogous. Note that by assumption s > n( 1

p1
+ 1

p2
− 1

p
) = n

p1
; under this
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assumption we need to prove the following:

Hs,p1 ×Hs,p ↪→ Hs,p.

If s 6= n
p
, the above embedding follows from Theorem 1 in page 176 and Theorem 2

in page 177 of [51]. Now if s = n
p
, we set ε = n

p
− n

p1
and then since the claim is true

for s 6= n
p

we have

H
n
p
− ε

2
,p1 ×H

n
p
− ε

2
,p ↪→ H

n
p
− ε

2
,p,

H
n
p

+ ε
2
,p1 ×H

n
p

+ ε
2
,p ↪→ H

n
p

+ ε
2
,p,

so the result follows from complex interpolation.

• Step 2: Let t1, t2 ∈ [0, n
p1

+ n
p2
− n

p
] and suppose ε > 0 is such that t1 + t2 − ( n

p1
+

n
p2
− n

p
)− ε ≥ 0. Then as a direct consequence of the Corollary that is stated in page

189 of [51] we have

H t1,p1 ×H t2,p2 ↪→ H
t1+t2−( n

p1
+ n
p2
−n
p

)−ε,p

• Step 3: Note that by Step 1, if b > n
p1

+ n
p2
− n

p
, then

Hb,p1 ×Hb,p2 ↪→ Hb,p.

Also if we let 1
r

= 1
p
− 1

p2
, then Hb,p1 ↪→ Lr and so by Holder’s inequality

Hb,p1 ×H0,p2 ↪→ H0,p.

By complex interpolation we get

∀t ∈ [0, b] Hb,p1 ×H t,p2 ↪→ H t,p.

Therefore

∀ε > 0 ∀t ∈ [0,
n

p1

+
n

p2

− n

p
] H

n
p1

+ n
p2
−n
p

+ε,p1 ×H t,p2 ↪→ H t,p.

• Step 4: In this step we prove the claim of Case 2 in its general form. Without loss
of generality we may assume s1 = max{s1, s2}, so s2 ∈ [0, s1]. If s1 >

n
p1

+ n
p2
− n

p
,

then by what was proved in Step 3 we have

Hs1,p1 ×Hs2,p2 ↪→ Hs2,p ↪→ Hs,p.

In case s1 ≤ n
p1

+ n
p2
− n

p
(that is, if s1, s2 ∈ [0, n

p1
+ n

p2
− n

p
]), choose ε > 0 such that

s1 + s2 − ( n
p1

+ n
p2
− n

p
)− ε > s ≥ 0. Then by Step 2 we have:

Hs1,p1 ×Hs2,p2 ↪→ H
s1+s2−( n

p1
+ n
p2
−n
p

)−ε,p
↪→ Hs,p.

�

APPENDIX F. AN ALTERNATIVE WEAK FORMULATION OF THE LCBY EQUATIONS

In Section 3 we described a setting where the constraint equations make sense with
rough data. Here we describe a second framework in which rough data is allowed. Recall
that according to our preliminary discussion in Section 3, we have already imposed the
following restrictions:

p ∈ (1,∞), s ∈ (
3

p
,∞) ∩ [1,∞), δ < 0.

Framework 2:
In this framework we seek W in W1,2r

β where r ≥ 1 and β < 0. For the momentum
constraint to make sense we need to ensure that
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(1) it is possible to extend the operator −∆L : C∞ → C∞ to an operator AL :
W1,2r

β →W−1,2r
β−2 .

(2) bτ (ψ + µ)6 + bJ ∈W−1,2r
β−2 .

Note that ∆L belongs to the class Ds,p
2,δ . Therefore by Theorem B.2 we just need to check

the following conditions (numbering corresponds to conditions in Theorem B.2):
(i) 2r ∈ (1,∞), (since r ≥ 1)
(ii) 1 > 2− s, (enough to assume s > 1)
(iii) −1 < min(1, s)− 2, (enough to assume s > 1)
(iv) −1 < 1− 2 + s− 3

p
, (since 3

p
< s)

(v) −1− 3
2r
≤ s− 3

p
− 2, (so need to assume 1− 3

2r
≤ s− 3

p
)

(vi) 1− 3
2r
> 2− 3− s+ 3

p
. (since r ≥ 1 and so 1− 3

2r
≥ −1

2
> −1− (s− 3

p
))

So the only extra assumptions that we need to make is that 1 − 3
2r
≤ s − 3

p
and s > 1.

Also in order to ensure that the second condition holds true it is enough to assume τ is
given in L2r

β−1 and J is given in W−1,2r
β−2 . Indeed, note that τ ∈ L2r

β−1 implies bτ ∈W−1,2r
β−2 .

Since ψ ∈ W s,p
δ , it follows from Lemma A.28 that bτ (ψ + µ)6 ∈ W−1,2r

β−2 ; Lemma A.28
can be applied because clearly 2r ∈ (1,∞) and moreover

(i) −1 ∈ (−s, s), (since s > 1)
(ii) −1− 3

2r
≤ s− 3

p
, (since we assumed 1− 3

2r
≤ s− 3

p
)

−3− s+ 3
p
≤ −1− 3

2r
. (the same as item (vi) above)

The numbering of the above items corresponds to the numbering of the conditions in
Lemma A.28.

Now let’s consider the Hamiltonian constraint. Note that W ∈ W1,2r
β and so LW ∈

L2r
β−1. So for aW to be well defined it is enough to assume σ ∈ L2r

β−1. Exactly similar
to our discussion for weak formulation 1, for Hamiltonian constraint to make sense it is
enough to ensure that

f(ψ,W ) = aR(ψ + µ) + aτ (ψ + µ)5 − aW (ψ + µ)−7 − aρ(ψ + µ)−3 ∈ W s−2,p
η−2 ,

where η = max{δ, β}. One way to guarantee that the above statement holds true is to
ensure that

aτ , aρ, aW ∈ W s−2,p
β−2 , aR ∈ W s−2,p

δ−2 ,

We claim that for the above statements to be true it is enough to make the following extra
assumptions:

s ≤ 2, 1− 3

2r
≥ 1

2
(s− 3

p
), ρ ∈ W s−2,p

β−2 .

The details are as follows:
(1) aτ = 1

12
τ 2.

We want to ensure aτ ∈ W s−2,p
β−2 . Note that τ ∈ L2r

β−1, so τ 2 ∈ Lr2β−2. Thus we
want to have Lr2β−2 ↪→ W s−2,p

β−2 . We will see that this embedding becomes true
provided s ≤ 2 and 1− 3

2r
≥ 1

2
(s− 3

p
).

We just need to check that the assumptions of Theorem A.17 are satisfied
(numbering corresponds to the assumptions in Theorem A.17)

(ii) 0 ≥ s− 2 (equivalent to s ≤ 2),

(iii) 0− 3

r
≥ s− 2− 3

p
(equivalent to 1− 3

2r
≥ 1

2
(s− 3

p
)),

(iv) 2β − 2 < β − 2 (true because β < 0).
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(2) aR = R
8

.
We want to ensure aR ∈ W s−2,p

δ−2 . Note that h is an AF metric of class W s,p
δ and R

involves the second derivatives of h, so R ∈ W s−2,p
δ−2 . We do not need to impose

any extra restrictions for this one.
(3) aρ = κρ/4.

Clearly aρ ∈ W s−2,p
β−2 iff ρ ∈ W s−2,p

β−2 .
(4) aW = [σab + (LW )ab][σ

ab + (LW )ab]/8.
We want to ensure that aW ∈ W s−2,p

β−2 . Note that LW,σ ∈ L2r
β−1 and as discussed

above, Lr2β−2 ↪→ W s−2,p
β−2 . So aW = 1

8
|σ + LW |2 ∈ Lr2β−2 ↪→ W s−2,p

β−2 .

Remark F.1. According to the above discussion we need r ≥ 1 satisfy
1

2
(s− 3

p
) ≤ 1− 3

2r
≤ s− 3

p
.

In particular, if we choose r such that 1
2
(s− 3

p
) = 1− 3

2r
, that is, if we set r = 3p

3+(2−s)p ,
then clearly r satisfies the above inequalities and moreover since s ≤ 2, we have r ≥ 1.

Weak Formulation 2. Let (M,h) be a 3D AF Riemannian manifold of classW s,p
δ where

p ∈ (1,∞), β, δ < 0 and s ∈ (3
p
,∞) ∩ (1, 2]. Let r = 3p

3+(2−s)p . Fix source functions:

τ ∈ L2r
β−1, σ ∈ L2r

β−1, ρ ∈ W s−2,p
β−2 (ρ ≥ 0), J ∈ W−1,2r

β−2 .

Let η = max{β, δ}. Define f : W s,p
δ ×W1,2r

β → W s−2,p
η−2 and f : W s,p

δ → W−1,2r
β−2 as

f(ψ,W ) = aR(ψ + µ) + aτ (ψ + µ)5 − aW (ψ + µ)−7 − aρ(ψ + µ)−3,

f(ψ) = bτ (ψ + µ)6 + bJ .

Find (ψ,W ) ∈ W s,p
δ ×W1,2r

β such that

ALψ + f(ψ,W ) = 0, (F.1)

ALW + f(ψ) = 0. (F.2)

Remark F.2. Consider Weak Formulation 1. In the case where s ≤ 2 and 1
q
≥ 2−d

6

where d = s − 3
p
, this formulation becomes a special case of Weak Formulation 2.

Indeed, we just need to check that in this case W e,q
β ↪→ W 1,2r

β . By Theorem A.16 we need
to make sure that the followings hold true:

(i) q ≤ 2r, (true because
1

q
≥ 2− d

6
=

3 + (2− s)p
6p

=
1

2r
)

(ii) e ≥ 1, (true because e > 1 +
3

q
)

(iii) e− 3

q
≥ 1− 3

2r
.

(The numbering of the above items agrees with the numbering of the assumptions in
Theorem A.16.) The third condition is true because

e− 3

q
≥ 1− 3

2r
⇔ e ≥ 1 +

3

q
− 3 + (2− s)p

2p
⇔ e ≥ 3

q
+
d

2
,

and

• if d > 2, then d− 1 > d
2

and so e ≥ 3
q

+ d− 1 > 3
q

+ d
2
,
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• if d ≤ 2, then 1 ≥ d
2

and so e > 1 + 3
q
≥ 3

q
+ d

2
.
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